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Poglavlje 7

Pascalov svijet

7.1 Vjerojatnost kao logika neizvjesnosti

U ovom poglavlju istrazujemo teoriju vjerojatnosti kao prirodno prosirenje logike sudova, in-
spirirani Pascalovim pionirskim radom o igrama na sre¢u i njegovim filozofskim razmatranjima
0 neizvjesnosti.

"Srce ima svoje razloge koje razum ne poznaje" (Le ceeur a ses raisons que la raison
ne connait point) - Blaise Pascal

Pascal je, zajedno s Fermatom, postavio temelje teorije vjerojatnosti 1654. godine, ali njegov
doprinos seze dalje - pokazao je kako matematicki pristupiti neizvjesnosti i racionalnom
odlucivanju.

U klasi¢noj logici, elementarni sud moze biti samo istinit (T) ili lazan (L). Vjerojatnost
generalizira ovaj koncept dopustajuéi stupnjeve istinitosti izmedu 01 1:

o Klasi¢na logika: v(p) € {L, T}

 Vjerojatnost: P(p) € [0,1]

gdje P(¢) = 0 odgovara L, a P(¢) =1 odgovara T.

class Sud:

"""Predstavlja sud s klasicnom ili vjerojatnosnom vrijednoScéu."""

def __init__(self, naziv, klasicna_vrijednost=None, vjerojatnost=None):
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self .naziv = naziv
self .klasicna = klasicna_vrijednost # [ 4l L

self .vjerojatnost = vjerojatnost # [0, 1]

def __repr__(self):
if self.vjerojatnost is not None:
return f"P('{self.naziv}') = {self.vjerojatnost:.2f}"
elif self.klasicna is not None:
return £"Sud '{self.naziv}': {'T' if self.klasicna else 'L'}"

return f"Sud '{self.nazivl}': neodreden"

# Primjeri sudova
print ("Usporedba logike i vjerojatnosti:")
print ("="%34)

# Klasicna logika

print ("\nKlasiéna logika:")

kisa_klasicno = Sud("Pada kiSa", klasicna_vrijednost=True)
sunce_klasicno = Sud("Suncéano je", klasicna_vrijednost=False)
print(f" {kisa_klasicnol}")

print(f" {sunce_klasicno}")

# Vjerojatnosna logika

print("\nVjerojatnosna logika:")

kisa_vjerojatnost = Sud("Pada kiSa", vjerojatnost=0.3)
sunce_vjerojatnost = Sud("Suncano je", vjerojatnost=0.7)
oblacno_vjerojatnost = Sud("Oblacno", vjerojatnost=0.45)
print(£" {kisa_vjerojatnostl}")

print(f" {sunce_vjerojatnost}")

print(f" {oblacno_vjerojatnostl}")

# Interpretactja

print("\nInterpretacija:")

interpretacije = [
(0.0, "L (sigurno lazno)"),
(0.3, "stupanj vjerovanja 30%"),
(0.5, "potpuna neizvjesnost"),
(0.7, "stupanj vjerovanja 70%"),
(1.0, "T (sigurno istinito)")

]

for p, opis in interpretacije:
print(f" P = {p:.2f} ~ {opis}")

Output

Usporedba logike i vjerojatnosti:

Klasicna logika:
Sud 'Pada kiSa': T
Sud 'Suncano je': L
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Vjerojatnosna logika:
P('Pada kiga') = 0.30
P('Suncéano je') = 0.70
P('Oblaéno') = 0.45
Interpretacija:
P =0.00 = L (sigurno laZno)
P = 0.30 ~ stupanj vjerovanja 30%
P = 0.50 =~ potpuna neizvjesnost
P = 0.70 =~ stupanj vjerovanja 70%
P =1.00 = T (sigurno istinito)
Andrej Kolmogorov je 1933. formalizirao teoriju vjerojatnosti kroz tri elegantna aksioma. Za

skup svih moguéih sudova € i vjerojatnosnu mjeru P:

1. Nenegativnost: P(p) > 0 za svaki sud ¢

2. Normalizacija: P(2) =1 (sigurna istina ima vjerojatnost 1)

3. Aditivnost: Za medusobno iskljucive sudove @1, 2, ...:

P(g1V 92V ...) = P(p1) + Plpa) + ..

1 class VjerojatnosniProstor:
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"""Predstavlja vjerojatnosni prostor s Kolmogorovljevim aksiomima.

def

def

wmn

__init__(self, omega, vjerojatnosti):

mumn

omega: skup elementarnih sudova
vjerojatnosti: rjeénik {sud: vjerojatnost}
nnn

self.omega = omega

self.P = vjerojatnosti

self._provjeri_aksiome()

_provjeri_aksiome(self):
"""Proyjerava zadovoljavaju li vjerojatnosti aksiome."""
# Aksiom 1: Nenegativnost
for p in self.P.values():
if p < O:

raise ValueError(f"Vjerojatnost {p} krsi aksiom nenegativnosti!")

# Aksiom 2: Normalizacija
suma = sum(self.P.values())
if abs(suma - 1.0) > 1le-10:
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raise ValueError(f"Suma vjerojatnosti {suma} # 1 (kr$i normalizaciju)!")

def vjerojatnost_suda(self, predikat):

mwin

"""Racuna vjerojatnost sloZenog suda.
p=20
for ishod, vjerojatnost in self.P.items():
if predikat(ishod):
p += vjerojatnost

return p

# Primjer: PoStena kocka
kocka_omega = {1, 2, 3, 4, 5, 6}
kocka P = {i: 1/6 for i in kocka_omega}

kocka = VjerojatnosniProstor(kocka_omega, kocka_P)

print ("Demonstracija Kolmogorovljevih aksioma")
print ("="%39)
print ("\nProstor elementarnih sudova (2:")

print(£f" Kocka pokazuje: {kocka_omegal")

# Aksiom 1: Nenegativnost

print ("\nAKSIOM 1 - Nenegativnost:")

testovi = [
("Paran broj", lambda x: x % 2 == 0),
("Broj > 4", lambda x: x > 4),
("Broj = 7", lambda x: x == 7)

]

for naziv, predikat in testovi:
p = kocka.vjerojatnost_suda(predikat)
print(f" P('{naziv}') = {p:.3f} > 0 v")

# Aksiom 2: Normalizacija

print ("\nAKSIOM 2 - Normalizacija:")

p_omega = kocka.vjerojatnost_suda(lambda x: True)

print(f" P(2) = P('Bilo koji broj 1-6') = {p_omega:.3f} v'")

# Akstom 3: Aditivnost

print ("\nAKSIOM 3 - Aditivnost:")

print(" Medusobno iskljucivi sudovi:")

pl = kocka.vjerojatnost_suda(lambda x: x == 1)
p3 = kocka.vjerojatnost_suda(lambda x: x == 3)

p5 = kocka.vjerojatnost_suda(lambda x: x == 5)

print(f"  P('Broj = 1') = {pl:.3f}")
print (£" P('Broj = 3') = {p3:.3f}")
print (£" P('Broj = 5') = {p5:.3f}")

p_unija = kocka.vjerojatnost_suda(lambda x: x in {1, 3, 5})

p_suma = pl + p3 + pb

print(f" \n P('Broj € {{1,3,5}}') = {p_unija:.3f}")
print(f" P('1') + P('3') + P('5') = {p_suma:.3f}")
print(f" Aditivnost vrijedi: {p_unija:.3f} = {p_suma:.3f} v'")
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76 print("\nPosljedice aksioma:")

77 print(" P(—p) =1 - P(p)")

78 print(" P(() = 0")

79 print(" P(p V ) = P(p) + P(Y) - P(p A )™

Output

Demonstracija Kolmogorovljevih aksioma

Prostor elementarnih sudova ():
Kocka pokazuje: {1, 2, 3, 4, 5, 6}

AKSIOM 1 - Nenegativnost:
P('Paran broj') = 0.500 > 0
P('Broj > 4') = 0.333 > 0 v
P('Broj = 7') >0V

]
o
o
o
o

AKSIOM 2 - Normalizacija:
P(Q2) = P('Bilo koji broj 1-6') = 1.000 v

AKSIOM 3 - Aditivnost:
Medusobno iskljucivi sudovi:
P('Broj = 1') = 0.167
P('Broj = 3') = 0.167
P('Broj = 5') = 0.167

P('Broj € {1,3,5}') = 0.500
P('1') + P('3') + P('5') = 0.500
Aditivnost vrijedi: 0.500 = 0.500 Vv

Posljedice aksioma:
P(—p) =1 - P(p)
P =0
P(p V 1) = P(p) + P(¥) - P(p A 1)

Vjerojatnosni rac¢un generalizira logicke veznike:

o Negacija: P(—p) =1— P(p)
o Disjunkcija: P(¢ V1) = P(¢) + P(¢)) — P(p A)

o Konjunkcija: P(p A1) = P(p) - P(|p)

Kada su sudovi nezavisni: P(p Ay) = P(p) - P(¢)
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class Vjerojatnosnalogika:

"""Implementira vjerojatnosne verzije logickih veznika."""

@staticmethod

def negacija(p_phi):
,l”',P(_|(p) = 1 _ P(SO) mmnn
return 1 - p_phi

@staticmethod

def disjunkcija(p_phi, p_psi, p_phi_i_psi):
nnup(o V) = P(p) + P(p) - Plp A )"
return p_phi + p_psi - p_phi_i_psi

@staticmethod

def konjunkcija_nezavisna(p_phi, p_psi):
"nplo A ) = P(p) - P() za nezavisne sudove"""
return p_phi * p_psi

@staticmethod
def uvjetna_vjerojatnost(p_phi_i_psi, p_psi):
"MUplplp) = Pl N ) / P@)"""
if p_psi ==
return None # Nedefinirana

return p_phi_i_psi / p_psi

@staticmethod

def implikacija(p_phi, p_psi, p_phi_i_psi):
ninp (o — qh) = P(—p \V ap)
p_neg_phi = 1 - p_phi
# P(—p A ) =P@) - Plp A )
p_neg_phi_i_psi = p_psi - p_phi_i_psi
return p_neg _phi + p_psi - p_neg_phi_i_psi

# Primjer: Vremenske prilike

vl = VjerojatnosnaLogika()

# Definiraj vjerojatnosti

P_kisa = 0.6 # P(pada kisa)

P_hladno = 0.4 # P(hladno je)

P_kisa_i_hladno = 0.3 # P(pada kisa A hladno je)

print("Vjerojatnosni logicki veznici")

print ("="%30)

print ("\nOsnovni sudovi:")

print(f" P(A) = {P_kisa:.2f} ('Pada kisa')")
print(f" P(B) = {P_hladno:.2f} ('Hladno je')")

print(f" P(A A B) = {P_kisa_i_hladno:.2f} ('Pada kiSa i hladno je')")

# Negacija
print("\nl. NEGACIJA:")

P_ne_kisa = vl.negacija(P_kisa)

print(f" P(—A) =1 - P(A) = 1 - {P_kisa:.2f} = {P_ne_kisa:.2f}")
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print(f" Interpretacija: Vjerojatnost da ne pada kiSa je {P_ne_kisa*100:.0f}%")

# Disjunkcija

print("\n2. DISJUNKCIJA:")

P_kisa_ili_hladno = vl.disjunkcija(P_kisa, P_hladno, P_kisa_i_hladno)
print(f" P(A V B) P(A) + P(B) - P(A A B)")

print(f" P(A V B) = {P_kisa:.2f} + {P_hladno:.2f} - {P_kisa_i_hladno:.2f} =
— {P_kisa_ili_hladno:.2f}")

print(f" Interpretacija: Vjerojatnost da pada kiSa ili je hladno je

< {P_kisa_ili_hladno*100:.0f}%")

# Implikactija

print("\n3. IMPLIKACIJA:")

P_ako_kisa_onda_hladno = vl.implikacija(P_kisa, P_hladno, P_kisa_i_hladno)
print(f" P(A — B) = P(—A V B) = P(—A) + P(B) - P(—A A B)")
P_ne_kisa_i_hladno = P_hladno - P_kisa_i_hladno

print(f" P(A — B) = {P_ne_kisa:.2f} + {P_hladno:.2f} - {P_ne _kisa_i_hladno:.2f} =

« {P_ako_kisa_onda_hladno:.2f}")
print(f" Interpretacija: Vjerojatnost da 'ako pada kiSa, onda je hladno' je
— {P_ako_kisa_onda_hladno*100:.0f}%")

# Uvjetna vjerojatnost

print("\n4. UVJETNA VJEROJATNOST:")

P_hladno_ako_kisa = vl.uvjetna_vjerojatnost(P_kisa_i_hladno, P_kisa)
print(f" P(BIA) = P(A A B) / P(A) = {P_kisa_i_hladno:.2f} / {P_kisa:.2f} =
< {P_hladno_ako_kisa:.2f}")

print(f" Interpretacija: Ako pada kiSa, vjerojatnost da je hladno je

— {P_hladno_ako_kisa*100:.0f}%")

# Test nezavisnostt

print("\nTest nezavisnosti:")

P_nezavisno = vl.konjunkcija_nezavisna(P_kisa, P_hladno)

print(f" P(A) - P(B) = {P_kisa:.2f} - {P_hladno:.2f} = {P_nezavisno:.2f}")
print(f" P(A A B) = {P_kisa_i_hladno:.2f}")

if abs(P_nezavisno - P_kisa_i_hladno) < 0.01:

print(f" Buduéi da {P_nezavisno:.2f} =~ {P_kisa_i_hladno:.2f}, sudovi su pribliZno

<> mnezavisni")

else:

print(f" Buduéi da {P_nezavisno:.2f} # {P_kisa_i_hladno:.2f}, sudovi NISU nezavisni")

print(" (KiSa i hladnoéa su povezani!)")

Output

Vjerojatnosni logicki veznici

Osnovni sudovi:
P(A) = 0.60 ('Pada kisa')
P(B) = 0.40 ('Hladno je')
P(A A B) = 0.30 ('Pada kiSa i hladno je')
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1. NEGACIJA:
P(-A) =1 -P(A) =1 -0.60 =0.40
Interpretacija: Vjerojatnost da ne pada kiSa je 40%

2. DISJUNKCIJA:
P(A V B) = P(A) + P(B) - P(A A B)
P(A vV B) =0.60 + 0.40 - 0.30 = 0.70
Interpretacija: Vjerojatnost da pada kisSa
ili je hladno je 70%

3. IMPLIKACIJA:
P(A — B) = P(-A V B) = P(—A) + P(B) - P(-A A B)
P(A — B) = 0.40 + 0.40 - 0.10 = 0.70
Interpretacija: P('ako pada kiSa, onda je hladno') = 70%

4. UVJETNA VJEROJATNOST:
P(BIA) = P(A A B) / P(A) = 0.30 / 0.60 = 0.50
Interpretacija: Ako pada kiSa, vjerojatnost da je hladno je 50%

Test nezavisnosti:
P(A) - P(B) = 0.60 - 0.40 = 0.24
P(A A B) = 0.30
Buduéi da 0.24 # 0.30, sudovi NISU nezavisni
(Ki%a i hladno¢a su povezani!)

Bayesov teorem omogucéava azuriranje vjerovanja na temelju novih dokaza:

"Vjerojatnost je vodic¢ zivota" - Ciceron, anticipiraju¢i Bayesovu logiku

P(E|H) - P(H)

PHIE) = ==5

gdje je:

o P(H) - apriorna vjerojatnost hipoteze
o P(E|H) - izglednost dokaza ako je hipoteza istinita

o P(H|E) - aposteriorna vjerojatnost nakon dokaza

1 class BayesovoZakljucivanje:
2 """Implementira Bayesovo aZuriranje vjerojatnosti."""

3
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def __init__(self, apriorna, izglednosti):
nmumn
apriorna: dict {hipoteza: P(hipoteza)}
i1zglednosti: dict {hipoteza: {dokaz: P(dokaz/hipoteza)}}
nnn
self.apriorna = apriorna

self.izglednosti = izglednosti

def azuriraj(self, dokaz):
"AZurira vjerojatnosti na temelju novog dokaza."""
# Izracunaj P(dokaz)
p_dokaz = 0
for hipoteza, p_h in self.apriorna.items():

p_dokaz += self.izglednosti[hipoteza] [dokaz] * p_h

# Bayesovo azuriranje za svaku hipotezu

aposteriorna = {}

for hipoteza, p_h in self.apriorna.items():
p_dokaz_ako_h = self.izglednosti[hipoteza] [dokaz]
aposteriornalhipotezal] = (p_dokaz_ako_h * p_h) / p_dokaz

return aposteriorna, p_dokaz

# Primjer: Medicinska dijagnoza
print ("Bayesovo zakljucivanje - Medicinska dijagnoza")
print ("="%46)

print("\nScenarij: Test za rijetku bolest\n")

# Definiraj vjerojatnosti

apriorna = {
"bolest": 0.001, # 1 od 1000 ljudi ima bolest
"zdrav": 0.999

izglednosti = {
"bolest": {
"pozitivan": 0.99, # Osjetljivost testa (true positive rate)
"negativan": 0.01 # False negative rate
Ie
"zdrav": {
"pozitivan": 0.05, # False positive rate

"negativan": 0.95 # True negative rate

bayes = BayesovoZakljucivanje(apriorna, izglednosti)

print ("Poetne informacije:")

print(f" P(Bolest) = {apriornal['bolest']:.3f} (1 od 1000 ljudi ima bolest)")

print(f" P(Test+|Bolest) = {izglednostil['bolest']['pozitivan']:.3f} (osjetljivost testa)")

print(f" P(Test+|—-Bolest) = {izglednosti['zdrav']['pozitivan']:.3f} (lazZno pozitivna

< stopa)")
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56 print("\nPitanje: Ako je test pozitivan, kolika je vjerojatnost bolesti?")

57

58 # Bayesovo azuriranje

59 aposteriorna, p_pozitivan = bayes.azuriraj("pozitivan")

60

61 print("\nBayesov racun:")

62 print("1. P(Test+) = P(Test+|Bolest)-P(Bolest) + P(Test+|—-Bolest) -P(—Bolest)")

63 pl = izglednosti['bolest']['pozitivan'] * apriornal'bolest']

64 p2 = izglednostil['zdrav']['pozitivan'] * apriornal['zdrav']

65 print(f"  P(Test+) = {izglednosti['bolest']['pozitivan']:.3f} - {apriornal'bolest']:.3f} + "

66 f"{izglednosti['zdrav'] ['pozitivan']:.3f} - {apriornal'zdrav']:.3f}")
67 print(f"  P(Test+) = {pl:.5f} + {p2:.5f} = {p_pozitivan:.5f}")
68

69 print("\n2. P(Bolest|Test+) = P(Test+|Bolest) - P(Bolest) / P(Test+)")
70 print(f" P(Bolest|Test+) = {izglednostil['bolest']['pozitivan']:.3f} - "
71 f"{apriornal'bolest']:.3f} / {p_pozitivan:.5f}")
72 print(f" P(Bolest|Test+) = {aposteriornal'bolest']:.5f}")
73
74 print ("\nZAKLJUCAK:")
75 print(f" Apriorna vjerojatnost: {apriornal['bolest']*100:.1£f}%")
76 print(f" Aposteriorna vjerojatnost (nakon pozitivnog testa):
— {aposteriornal'bolest']*100:.1£}%")
77 print(" \n TIako je test vrlo pouzdan (99% osjetljivost),")
78 print(f" pozitivan test poveéava vjerojatnost bolesti samo na
— {aposteriornal'bolest']*100:.1£}%!")
79 print(" \n Razlog: Bolest je vrlo rijetka, pa veéina pozitivnih")
80 print(" testova su laZno pozitivni.")
81
82 # Vizualizacija
83 print("\nVizualizacija od 100,000 ljudi:")
84 n_ljudi = 100000
85 n_bolesnih = int(n_ljudi * apriornal'bolest'])
86 n_zdravih = n_ljudi - n_bolesnih
87

88 tp = int(n_bolesnih * izglednosti['bolest']['pozitivan']) # True positive

89 fn = n_bolesnih - tp # False negative

90 fp = int(n_zdravih * izglednosti['zdrav']['pozitivan']) # False positive
91 tn = n_zdravih - fp # True negative
92

93 print(f" Bolesni: {n_bolesnih} 1ljudi")

94 print(f" — Pozitivan test: {tp} (istinito pozitivni)")
95 print (f" — Negativan test: {fn} (laZno negativan)")

96 print(f" \n Zdravi: {n_zdravih:,} 1judi")

97 print(f" — Pozitivan test: {fp:,} (laZno pozitivni)")

98 print(f" — Negativan test: {tn:,} (istinito negativni)")

99 print(f" \n Ukupno pozitivnih testova: {tp + fp:,}")
100 print(f" 0d toga stvarno bolesnih: {tp}")
101 print(f" Vjerojatnost bolesti kod pozitivnog testa: {tp}/{tp+fp} = {tp/(tp+fp)*100:.1£}%")
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Output

Bayesovo zakljucivanje - Medicinska dijagnoza

Scenarij: Test za rijetku bolest

PoCetne informacije:
P(Bolest) = 0.001 (1 od 1000 ljudi ima bolest)
P(Test+|Bolest) = 0.990 (osjetljivost testa)
P(Test+|—-Bolest) = 0.050 (laZno pozitivna stopa)

Pitanje: Ako je test pozitivan, kolika je vjerojatnost bolesti?

Bayesov racun:

1. P(Test+) = P(Test+|Bolest)-P(Bolest) + P(Test+|—Bolest) -P(—Bolest)
P(Test+) = 0.990 - 0.001 + 0.050 - 0.999
P(Test+) = 0.00099 + 0.04995 = 0.05094

2. P(Bolest|Test+)
P(Bolest|Test+)
P(Bolest|Test+)

P(Test+|Bolest) - P(Bolest) / P(Test+)
0.990 - 0.001 / 0.05094
0.01943

ZAKLJUCAK :
Apriorna vjerojatnost: 0.1%
Aposteriorna vjerojatnost (nakon pozitivnog testa): 1.9%

Tako je test vrlo pouzdan (997 osjetljivost),
pozitivan test povelava vjerojatnost bolesti samo na 1.9%!

Razlog: Bolest je vrlo rijetka, pa ve¢ina pozitivnih
testova su lazno pozitivni.

Vizualizacija od 100,000 1ljudi:
Bolesni: 100 ljudi
— Pozitivan test: 99 (istinito pozitivni)
— Negativan test: 1 (laZno negativan)

Zdravi: 99,900 1ljudi
— Pozitivan test: 4,995 (laZno pozitivni)
— Negativan test: 94,905 (istinito negativni)

Ukupno pozitivnih testova: 5,094
0d toga stvarno bolesnih: 99
Vjerojatnost bolesti kod pozitivnog testa: 99/5094 = 1.9%

Pascal je primijenio vjerojatnosno razmisljanje na ultimativno filozofsko pitanje - postojanje
Boga:
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"Morate se kladiti. To nije dobrovoljno, primorani ste na to" - Pascal, Pensées

Pascalova matrica odlucivanja:

| | Bog postoji | Bog ne postoji | |—] | | | Vjerujem | +oo
(vjecna sreca) | —c (mali gubitak) | | Ne vjerujem | —oo (vjecna kazna) | +¢ (mali dobitak) |

Cak i ako je P(Bog postoji) = € vrlo mala, ocekivana korisnost vjerovanja je beskonacna!

1 import math

2

3 def fmt_prob(x: float) -> str:
return f"{x:.2f}" if x >= 0.01 else f"{x:.4f}"

4

5

6 class PascalovaOklada:

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

"""Simulacija Pascalove oklade kroz teoriju odlucivanja."""

def

def

def

__init__(self):
# Matrica korisnosti (payoff matriz)
# Koristimo velike brojeve umjesto beskonacnostt za demonstraciju

self .korisnost = {

("vjeruj", "postoji"): float('inf'), # Vjeéna sreéa

("vjeruj", "ne_postoji"): -10, # Mali gubitak (trud vjerovanja)
("ne_vjeruj", "postoji"): float('-inf'), # Vjecna kazna

("ne_vjeruj", "ne_postoji"): 10 # Mali dobitak (sloboda)

ocekivana_korisnost(self, akcija, p_bog):
"""Racéuna ocekivanu korisnost akcije."""
k_postoji = self .korisnost[(akcija, "postoji")]

k_ne_postoji = self.korisnost[(akcija, "ne_postoji")]

return p_bog * k_postoji + (1 - p_bog) * k_ne_postoji

optimalna_odluka(self, p_bog):
"""Yracéa optimalnu odluku za danu vjerojatnost."""
eu_vjeruj = self.ocekivana_korisnost("vjeruj", p_bog)

eu_ne_vjeruj = self.ocekivana_korisnost("ne_vjeruj", p_bog)

if eu_vjeruj > eu_ne_vjeruj:

return "vjeruj", eu_vjeruj, eu_ne_vjeruj
elif eu_ne_vjeruj > eu_vjeruj:

return "ne_vjeruj", eu_vjeruj, eu_ne_vjeruj
else:

return "svejedno", eu_vjeruj, eu_ne_vjeruj

# Demonstractja

oklada =

PascalovaOklada()

41 print("Pascalova oklada - Analiza odlucivanja")



42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

s

78

79

80

81

82

83

84

85

86

87

88

89

90

7.1. VJEROJATNOST KAO LOGIKA NEIZVJESNOSTI 141

print ("="*39)

print ("\nMatrica korisnosti:")

print (" Bog postoji Bog ne postoji")
print(" Vjerujem: +00 -10 ")
print(" Ne vjerujem: -0o +10 ")

print ("\nAnaliza za razliite vjerojatnosti postojanja Boga:\n")

vjerojatnosti = [0.5, 0.1, 0.01, 0.0001]
for p in vjerojatnosti:

odluka, eu_v, eu_nv = oklada.optimalna_odluka(p)

# Ezample usage (replace your print block with this structure)

eu_v_str = f"{eu_v:.2f}" if (eu_v not in (float('inf'), float('-inf'))) else ("oo" if

— euv > 0 else "-oco")

eu_nv_str = f"{eu_nv:.2f}" if (eu_nv not in (float('inf'), float('-inf'))) else ("oco" if

— eu_nv > 0 else "-0c0")

p_str = fmt_prob(p)

one_minus_p_str = fmt_prob(l - p)

print(f" E[vjerujem] = {p_str} - oo + {one_minus_p_str} - (-10) = {eu_v_str}")
print(f" E[ne vjerujem] = {p_str} - (-o0) + {one_minus_p_str} - 10 = {eu_nv_str}")
print(f" — Racionalna odluka: {'VJERUJ' if odluka == 'vjeruj' else 'NE VJERUJ'}\n")

print ("Pascalov zakljucak:")
print(" Cak i uz infinitezimalnu vjerojatnost postojanja Boga,")

print(" racionalno je vjerovati zbog beskonalne nagrade/kazne.")

print ("\nFilozofske kritike:")
kritike = [
"Problem mnostva religija (koja vjera?)",
"Autentiénost vjerovanja (moZe 1li se 'odluliti' vjerovati?)",
"Beskonanost kao korisnost (ima 1li smisla?)",
"Moralni prigovor (je 1li to pravo vjerovanje?)"
]
for i, kritika in enumerate(kritike, 1):
print(£" {i}. {kritikal")

# Konacna verzija

print ("\nKonacna aproksimacija (bez beskonacénosti):")

print(" Korisnosti: vjeruj(Bog da)=1000, vjeruj(Bog ne)=-10")
print (" ne vjeruj(Bog da)=-1000, ne vjeruj(Bog ne)=10")

# Kriticna vjerojatnost

# 1000p - 10(1-p) = -1000p + 10(1-p)

# 1000p - 10 + 10p = -1000p + 10 - 10p

# 2020p = 20

p_kritiéna = 20 / 2020

print(f" \n Kritiéna vjerojatnost: Px = {p_kriticna:.3f}")
print(f" Ako P(Bog) > {p_kritiéma:.3f}, vjeruj; inaée ne vjeruj.")
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Output

Pascalova oklada - Analiza odlucivanja

Matrica korisnosti:
Bog postoji Bog ne postoji
Vjerujem: +00 -10
Ne vjerujem: -00 +10

Analiza za razliCite vjerojatnosti postojanja Boga:

E[vjerujem] = 0.50 - oo + 0.50 - (-10) = ¢
E[ne vjerujem] = 0.50 - (-o00) + 0.50 - 10 = -0
— Racionalna odluka: VJERUJ

Elvjerujem] = 0.10 - co + 0.90 - (-10) = o0
E[ne vjerujem] = 0.10 - (-o0) + 0.90 - 10 = -00
— Racionalna odluka: VJERUJ

E[vjerujem] = 0.01 - oo + 0.99 - (-10) = o0
E[ne vjerujem] = 0.01 - (-o00) + 0.99 - 10 =
— Racionalna odluka: VJERUJ

E[vjerujem] = 0.0001 - co + 1.00 - (-10) = oo
E[ne vjerujem] = 0.0001 - (-o0) + 1.00 - 10 =
— Racionalna odluka: VJERUJ

Pascalov zakljucak:
Cak i uz infinitezimalnu vjerojatnost postojanja Boga,
racionalno je vjerovati zbog beskonalne nagrade/kazne.

Filozofske kritike:
1. Problem mnostva religija (koja vjera?)
2. Autenticénost vjerovanja (moZe 1li se 'odluéiti' vjerovati?)
3. Beskonalnost kao korisnost (ima 1i smisla?)
4. Moralni prigovor (je 1li to pravo vjerovanje?)

Kona¢na aproksimacija (bez beskonacnosti):
Korisnosti: vjeruj(Bog da)=1000, vjeruj(Bog ne)=-10
ne vjeruj(Bog da)=-1000, ne vjeruj(Bog ne)=10

Kritic¢na vjerojatnost: Px = 0.010
Ako P(Bog) > 0.010, vjeruj; inae ne vjeruj.

David Hume je ukazao na problem indukcije - nemoznost logickog opravdanja generalizacije
iz konacnog broja opazanja. Vjerojatnost nudi djelomic¢no rjesenje:
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"Navika je veliki vodi¢ ljudskog zivota" - Hume

Umjesto trazenja sigurnosti, vjerojatnost kvantificira stupanj racionalnog vjerovanja.

class InduktivnoZakljucivanje:

"""Modelira induktivno zakljucivanje kroz vjerojatnost."""

def __init__(self):
self.povijest = []

def laplace_sukcesija(self, uspjesi, pokusaji):

"""Laplace-ov zakon sukcesije.

P(sljedeés uspjeh) = (k + 1) / (n + 2)
gdje je k broj uspjeha, n broj pokusSaja

mwmn

return (uspjesi + 1) / (pokusaji + 2)

def azuriraj_vjerovanje(self, novi_dokaz):
""M"AZurira vjerovanje na temelju movog dokaza."""
self .povijest.append(novi_dokaz)
uspjesi = sum(self.povijest)
pokusaji = len(self.povijest)

return self.laplace_sukcesija(uspjesi, pokusaji)

# Primjer: Sunce izlazt svaki dan
print ("Problem indukcije - Sunce izlazi")

print ("="%33)

indukcija = InduktivnoZakljucivanje()

print ("\nLaplace-ov zakon sukcesije:")
print(" P(uspjeh) = (k + 1) / (o + 2)")
print(" gdje je k = broj dosadaSnjih uspjeha, n = ukupan broj pokuSaja")

print ("\nDana\tP(sunce izade)\tPromjena")

print("—"*4 + u\tlv + "-"x14 + "\t" + "—"*8)

# Simuliraj promatranje sunca
dani = [0, 1, 2, 3, 4, 5, 10, 30, 100, 365, 1000, 10000]
prethodna_p = 0.5

for dan in dani:
p = indukcija.laplace_sukcesija(dan, dan)

promjena = p - prethodna_p if dan > O else O

print(£"{dan}\t{p:.4£}\t\t", end="")
if dan > O:

print (f"+{promjena: .4f}" if promjena > O else f"{promjena:.4f}")
else:

print (Il_ll)
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if dan in [1, 5, 30, 365, 10000]:
prethodna_p = p

print ("\nHumeov problem:")
print (" Koliko god puta sunce iza$lo, P(sunce izade sutra) < 1")

print (" Nikad ne moZemo biti potpuno sigurni!")

# Crnt labud

print ("\nCrni labud scenarij:")

bijeli_labudovi = 1000

p_bijeli = indukcija.laplace_sukcesija(bijeli_labudovi, bijeli_labudovi)

print (f"Nakon {bijeli_labudovi} bijelih labudova, P(sljedeci bijel) = {p_bijeli:.4f}")

print("Ali jedan crni labud mijenja sve!")

# Nakon crnog labuda
ukupno = bijeli_labudovi + 1
p_bijeli_novi = indukcija.laplace_sukcesija(bijeli_labudovi, ukupno)

p_crni = indukcija.laplace_sukcesija(l, ukupno)

print ("\nNakon crnog labuda:")

print(£" Vidjeli: {bijeli_labudovi} bijelih, 1 crni")
print (f" P(sljedeéi bijel) = {p_bijeli_novi:.4f}")
print(f" P(sljedeéi crni) = {p_crni:.4f}")

print ("\nFilozofska pouka:")
print(" Indukcija ne daje sigurnost, veé racionalne stupnjeve vjerovanja.")

print(" Vjerojatnost kvantificira naSu neizvjesnost o buduénosti.")

Output

Problem indukcije - Sunce izlazi

Laplace-ov zakon sukcesije:
P(uspjeh) = (k + 1) / (n + 2)
gdje je k = broj dosadaSnjih uspjeha, n = ukupan broj pokusaja

Dana P(sunce izade) Promjena

0 0.5000 -

1 0.6667 +0.1667
2 0.7500 +0.0833
3 0.8000 +0.1333
4 0.8333 +0.1667
5 0.8571 +0.1905

10 0.9167 +0.0595
30 0.9688 +0.1116
100 0.9902 +0.0214
365 0.9973 +0.0285
1000 0.9990 +0.0017
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10000 0.9999 +0.0026

Humeov problem:
Koliko god puta sunce iza8lo, P(sunce izade sutra) < 1
Nikad ne moZemo biti potpuno sigurni!

Crni labud scenarij:
Nakon 1000 bijelih labudova, P(sljede¢i bijel) = 0.9990
Ali jedan crni labud mijenja sve!

Nakon crnog labuda:
Vidjeli: 1000 bijelih, 1 crni
P(sljede¢i bijel) = 0.9980
P(sljede¢i crni) = 0.0020

Filozofska pouka:
Indukcija ne daje sigurnost, vel racionalne stupnjeve vjerovanja.
Vjerojatnost kvantificira naSu neizvjesnost o buduénosti.

Monty Hall problem ilustrira kako nasa intuicija cesto grijesi kod uvjetnih vjerojatnosti:

1 import random
2

3 class MontyHall:

4 """Simulacija Monty Hall problema."""

5

6 def igraj(self, strategija="promijeni"):

7 """Tgra jednu rundu Monty Hall tgre.

8

9 strategija: 'ostani' tli 'promijeni’

10 e

11 # Postavi 1gTu

12 vrata = [1, 2, 3]

13 auto = random.choice(vrata)

14

15 # Igrac bira

16 izbor = random.choice(vrata)

17

18 # Voditelj otwara vrata s kozom

19 moguca_vrata = [v for v in vrata if v != izbor and v != auto]
20 voditelj_otvara = random.choice(moguca_vrata) if moguca_vrata else \
21 [v for v in vrata if v != izbor][0]
22

23 # Primijeni strategiju

24 if strategija == "promijeni":

25 preostala = [v for v in vrata if v != izbor and v != voditelj_otvaral
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26 konacni_izbor = preostalal0]
27 else: # ostani

28 konacni_izbor = izbor

29

30 return konacni_izbor == auto

31

32 def simuliraj(self, n_igara=10000):
33 ""Simulira viSe igara s obje strategije."""
34 rezultati = {

35 "ostani": O,

36 "promijeni": O

37 }

38

39 for _ in range(n_igara):

40 if self.igraj("ostani"):

41 rezultati["ostani"] += 1
42 if self.igraj("promijeni"):
43 rezultati["promijeni"] += 1
44

45 return rezultati, n_igara

46

47 # Simulacija

48 mh = MontyHall()

49 rezultati, n = mh.simuliraj(10000)

50

51 print("Monty Hall Problem - Simulacija")

52 print ("="%32)

53 print ("\nPostavka:")

54 print(" 3 vrata: iza jednih je automobil, iza drugih dvoje koze")
55 print(" 1. Birate vrata")

56 print(" 2. Voditelj otvara druga vrata s kozom")
57 print(" 3. MoZete promijeniti izbor ili ostati")
58

59 print(f"\nSimulacija {n:,} igara:\n")

60

61 for strategija, pobjede in rezultati.items():

62 postotak = (pobjede / n) * 100

63 print(f"Strategija {strategija.upper()}:")

64 print(f" Pobjede: {pobjede:,} / {n:,}")

65 print(f" Postotak pobjede: {postotak:.1f}’\n")
66

67 # Bayesova analiza

68 print("Bayesova analiza:")

69 print("="x*18)

70 print("\nPoletne vjerojatnosti:")

71 print(" P(auto na vratima 1) = 1/3")
72 print(" P(auto na vratima 2) = 1/3")
73 print(" P(auto na vratima 3) = 1/3")
74

75 print("\nBirate vrata 1. Voditelj otvara vrata 3 (koza).")
76

77 print ("\nAZurirane vjerojatnosti:")

78 print(" P(auto na 1 | voditelj otvorio 3) = 1/3")
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print ("
print ("

2/311)
P(auto na 3 | voditelj otvorio 3) = 0")

P(auto na 2 | voditelj otvorio 3)

print("\nObjasnjenje:")

print ("
print ("
print ("
print ("
print ("
print ("
print ("
print ("

Voditelj ZNA gdje je auto i MORA otvoriti kozu.")
Njegovo otvaranje daje informaciju!")
n)
Ako je auto na vratima 1: voditelj bira izmedu 2 i 3 (P=1/2)")
Ako je auto na vratima 2: voditelj MORA otvoriti 3 (P=1)")
Ako je auto na vratima 3: voditelj MORA otvoriti 2 (P=1)")
n
)

Cinjenica da je otvorio 3 favorizira vrata 2!")

print("\nZakljucak: UVIJEK se isplati promijeniti izbor!")

Output

Monty Hall Problem - Simulacija

Postavka:
3 vrata: iza jednih je automobil, iza drugih dvoje koze
1. Birate vrata

2. Voditelj otvara druga vrata s kozom
3. MozZete promijeniti izbor ili ostati

Simulacija 10,000 igara:

Strategija OSTANI:
Pobjede: 3,328 / 10,000
Postotak pobjede: 33.3%

Strategija PROMIJENI:
Pobjede: 6,718 / 10,000
Postotak pobjede: 67.2%

Bayesova analiza:

PoCetne vjerojatnosti:

P(auto na vratima 1) = 1/3
P(auto na vratima 2) = 1/3
P(auto na vratima 3) = 1/3

Birate vrata 1. Voditelj otvara vrata 3 (koza).

AZurirane vjerojatnosti:
P(auto na 1 | voditelj otvorio 3) = 1/3
P(auto na 2 | voditelj otvorio 3)
P(auto na 3 | voditelj otvorio 3)

2/3
0
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Objasnjenje:
Voditelj ZNA gdje je auto i MORA otvoriti kozu.
Njegovo otvaranje daje informaciju!

Ako je auto na vratima 1: voditelj bira izmedu 2 i 3 (P=1/2)
Ako je auto na vratima 2: voditelj MORA otvoriti 3 (P=1)
Ako je auto na vratima 3: voditelj MORA otvoriti 2 (P=1)

Cinjenica da je otvorio 3 favorizira vrata 2!

Zakljucak: UVIJEK se isplati promijeniti izbor!

Postoje razlicite filozofske interpretacije sto vjerojatnost zapravo znaci:

1. Klasi¢na (Laplace): Omjer povoljnih i moguéih ishoda
2. Frekventisticka (von Mises): Granicna relativna frekvencija
3. Propenzitetna (Popper): Objektivna tendencija

4. Subjektivna/Bayesova (de Finetti): Stupanj racionalnog vjerovanja

Svaka interpretacija ima filozofske implikacije za prirodu sluc¢ajnosti, determinizma i znanja.

def filozofske_interpretacije():

"""Demonstrira razlicite filozofske interpretacije vjerojatnostsi."""

print ("Filozofske interpretacije vjerojatnosti")

print ("="x40)

# 1. Klasicéna

print("\n1l. KLASICNA INTERPRETACIJA (Laplace)")

print (" 'Vjerojatnost je omjer povoljnih i jednakovjerojatnih ishoda'")
print(" \n Primjer: Kocka")

povoljni = 3 # parni brojevi: 2, 4, 6

moguéi = 6

p_klasiéna = povoljni / moguéi

print(f"  P(paran broj) = {povoljni}/{moguéi} = {p_klasiéna:.3f}")

print(" \n Problem: Pretpostavlja jednakovjerojatnost (cirkularnost)")

# 2. Frekventisticka
print("\n2. FREKVENTISTICKA INTERPRETACIJA (von Mises)")
print (" 'Vjerojatnost je granilna relativna frekvencija'")

print ( n n )
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random.seed (42)
for n in [100, 1000, 10000, 100000]:
parni = sum(1 for _ in range(n) if random.randint(1l, 6) 7 2 == 0)
frekvencija = parni / n
print(f" Bacanja: {n}, Parni: {parni}, Frekvencija: {frekvencija:.3f}")
print(" — Konvergira prema 0.500")

print(" \n Problem: Sto s jedinstvenim dogadajima?")

# 3. Propenzitetna
print("\n3. PROPENZITETNA INTERPRETACIJA (Popper)")

print (" 'Vjerojatnost je objektivna tendencija sustava'")
print (" ")

print(" Kocka ima propenzitet 0.5 za paran broj")

print(" zbog svoje fizilke strukture.")

print(" \n Problem: Kako mjeriti propenzitet?")

# 4. Subjektivna
print("\n4. SUBJEKTIVNA INTERPRETACIJA (de Finetti)")

print (" 'Vjerojatnost je stupanj racionalnog vjerovanja'')
print ( n " )
print(" Moje vjerovanje:")

print(" P(kiSa sutra) = 0.30 (na temelju prognoze)")

print ( ] n )

print (" Koherentnost: Moja vjerovanja moraju zadovoljiti")
print (" aksiome vjerojatnosti inae mogu biti 'Dutch booked'")
print(" \n Problem: Subjektivnost vs. objektivnost")

# Filozofske implikacije
print("\nFilozofske implikacije:")
print ("="%24)

print ("\nDETERMINIZAM vs. INDETERMINIZAM:")
print(" - Je li vjerojatnost samo naSa neznanja (epistemicka)?")

print(" - Ili je svijet inherentno sluéajan (ontoloska)?")

print ("\nPROBLEM REFERENTNE KLASE:")
print(" - Jesam 1i '35-godiSnjak', 'Hrvat', 'filozof'?")

print(" - Razliite klase daju razliite vjerojatnosti!")
print ("\nPRINCIP INDIFERENCIJE:")
print(" - Bez informacija, dodjeli jednake vjerojatnosti?")

print(" - Bertrandov paradoks pokazuje probleme")

print("\n> \"Bog ne igra kocke\" - Einstein")

print ("> \"Einstein, prestani govoriti Bogu Sto da radi\" - Bohr")

filozofske_interpretacije()
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Output

Filozofske interpretacije vjerojatnosti

1. KLASICNA INTERPRETACIJA (Laplace)
'Vjerojatnost je omjer povoljnih i jednakovjerojatnih ishoda'

Primjer: Kocka
P(paran broj) = 3/6 = 0.500

Problem: Pretpostavlja jednakovjerojatnost (cirkularnost)

2. FREKVENTISTICKA INTERPRETACIJA (von Mises)
'Vjerojatnost je granicna relativna frekvencija'

Bacanja: 100, Parni: 49, Frekvencija: 0.490
Bacanja: 1000, Parni: 510, Frekvencija: 0.510
Bacanja: 10000, Parni: 5057, Frekvencija: 0.506
Bacanja: 100000, Parni: 50215, Frekvencija: 0.502
— Konvergira prema 0.500

Problem: Sto s jedinstvenim dogadajima?

3. PROPENZITETNA INTERPRETACIJA (Popper)
'Vjerojatnost je objektivna tendencija sustava'

Kocka ima propenzitet 0.5 za paran broj
zbog svoje fizicke strukture.

Problem: Kako mjeriti propenzitet?

4. SUBJEKTIVNA INTERPRETACIJA (de Finetti)
'Vjerojatnost je stupanj racionalnog vjerovanja'

Moje vjerovanje:
P(kiSa sutra) = 0.30 (na temelju prognoze)

Koherentnost: Moja vjerovanja moraju zadovoljiti
aksiome vjerojatnosti inace mogu biti 'Dutch booked'

Problem: Subjektivnost vs. objektivnost

Filozofske implikacije:

DETERMINIZAM vs. INDETERMINIZAM:
- Je 1i vjerojatnost samo nasSa neznanja (epistemicka)?
- I1i je svijet inherentno slucajan (ontoloska)?

PROBLEM REFERENTNE KLASE:
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- Jesam 1i '35-godisnjak', 'Hrvat', 'filozof'?
- Razlicite klase daju razlicite vjerojatnosti!

PRINCIP INDIFERENCIJE:
- Bez informacija, dodjeli jednake vjerojatnosti?
- Bertrandov paradoks pokazuje probleme

> "Bog ne igra kocke" - Einstein
> "Einstein, prestani govoriti Bogu Sto da radi" - Bohr

Za produbljivanje razumijevanja vjerojatnosti kao prosirenja logike kroz prakti¢ne Python
zadatke:

Fuzzy logika

Implementirajte fuzzy logicke operatore gdje istinite vrijednosti mogu biti bilo koji broj izmedu
0 i 1. Definirajte f.ukasiewicz, Godel i product t-norme. Pokazite kako se klasi¢na logika
dobiva kao granic¢ni slucaj.

Cox-Jaynesovi teoremi

Dokazite da svaki sustav koji zadovoljava razumne uvjete za stupnjeve vjerovanja mora biti
izomorfan s teorijom vjerojatnosti. Implementirajte alternativni sustav i pokazite kako se
svodi na vjerojatnost.

Dutch book argument

Simulirajte kladenje gdje agent s nekoherentnim vjerovanjima (koja krse aksiome vjerojatnosti)
uvijek gubi novac. Vizualizirajte kako koherentnost stiti od sigurnog gubitka.

Dempster-Shafer teorija

Implementirajte teoriju dokaza koja generalizira vjerojatnost dopustajuéi "ne znam" odgovore.
Pokazite kombiniranje dokaza i rad s intervalima vjerojatnosti.

Paradoks spavajucée ljepotice

Simulirajte ovaj paradoks samolociranja u vremenu. Analizirajte sukob izmedu "halfer" i
"thirder" pozicija. Povezite s antropijskim principom.
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Kvantna vjerojatnost

Implementirajte Born rule i pokazite kako kvantne amplitude daju vjerojatnosti. Demonstri-
rajte narusavanje Bell-ovih nejednakosti klasi¢cnom vjerojatnoséu.

Algoritamska vjerojatnost

Implementirajte Solomonoff-ovu indukciju koriste¢i Kolmogorovljevu slozenost. Pokazite kako
kraéi programi imaju vec¢u apriornu vjerojatnost.

Kauzalno zakljucivanje

Implementirajte Pearl-ove kauzalne grafove. Pokazite razliku izmedu korelacije i kauzalnosti.
Simulirajte Simpson-ov paradoks.

Maksimalna entropija

Implementirajte princip maksimalne entropije za izbor vjerojatnosnih distribucija. Pokazite
kako ogranicenja odreduju optimalnu distribuciju.

Vjerojatnosno programiranje

Stvorite jednostavan vjerojatnosni programski jezik gdje varijable mogu biti distribucije.
Implementirajte inferenciju kroz MCMUC ili variational Bayes.

Svaki zadatak postupno gradi razumijevanje vjerojatnosti kao generalizacije logike, omogucéava-
judi studentima da istraze dublje veze izmedu logike, vjerojatnosti i racionalnog zakljucivanja.

Kroz ovu implementaciju istrazili smo teoriju vjerojatnosti kao prirodno prosirenje logike
sudova:

1. Generalizacija istinitosti - od L, T do [0, 1]

[\

. Kolmogorovljevi aksiomi kao temelj matematicke teorije

w

. Bayesovo zakljucivanje za azuriranje vjerovanja

S

. Filozofske implikacije za racionalnost i odluc¢ivanje

Pascal je anticipirao modernu teoriju odlu¢ivanja pokazujué¢i kako matematicki pristupiti
neizvjesnosti:
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"Razum nas ne moze odluciti izmedu krséanstva i ateizma, ali morate birati kako
Cete zivjeti" - Pascal

Vjerojatnost premoséuje jaz izmedu dciste logike i nesigurnog svijeta iskustva. Ona ne daje
apsolutnu istinu, ali omoguéava racionalno navigiranje kroz neizvjesnost.
Kroz prakti¢no programiranje otkrivamo da je vjerojatnost vise od matematickog alata - ona je

jezik za izrazavanje stupnjeva vjerovanja, kvantificiranje neizvjesnosti i donosenje racionalnih
odluka u svijetu gdje je potpuno znanje nedostizno.

"Zivot je umijeée izvlacenja dovoljnih zaklju¢aka iz nedovoljnih premisa’ - Samuel
Butler

Teorija vjerojatnosti je upravo to umijece, formalizirano u elegantnom matematickom okviru.
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