1

2

3

Poglavlje 8

Bayesov svijet

8.1 Uvjetna vjerojatnost i priroda znanja

U ovom poglavlju istrazujemo Bayesov teorem - mozda najvazniju formulu u epistemologiji,
koja mijenja nase razumijevanje znanja, znanosti i racionalnog vjerovanja.

"Kada ¢injenice mijenjaju moje misljenje, ja ga promijenim. Sto Vi &inite, gospo-
dine?" - John Maynard Keynes

Thomas Bayes (1701-1761), prezbiterijanski sveéenik i matematicar, ostavio nam je revo-
lucionarni pristup razumijevanju kako azurirati vjerovanja na temelju dokaza. Njegov rad,
objavljen posthumno 1763., postavlja temelje za razumijevanje znanja kao dinamickog procesa.

Uvjetna vjerojatnost P(A|B) predstavlja vjerojatnost suda A uz pretpostavku da je sud B
istinit.

P(A|B) = P(lf(g)B)

Ova formula kodira fundamentalnu epistemolosku ideju: znanje mijenja vjerojatnosti.

"Svo znanje degenerira u vjerojatnost' - David Hume

class UvjetnaVjerojatnost:

mwmn

"""Implementira uvjetnu vjerojatnost s epistemoloSkom interpretacijom.

155



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

156 POGLAVLJE 8. BAYESOV SVLJET

def __init__(self, naziv=""):
self .naziv = naziv

self.vjerojatnosti = {}

def postavi(self, sud, vjerojatnost):
"""Postavlja vjerojatnost suda."""

self .vjerojatnostil[sud] = vjerojatnost

def uvjetna(self, A, B):
nnnpeSuna P(A/B) = P(A AN B) / P(B)."""
p_a_i_b = self.vjerojatnosti.get((A, B), 0)
p_b = self.vjerojatnosti.get(B, 0)

if p_b == 0:
return None # Nedefinirana

return p_a_i_b / p_b

def epistemoloski_opis(self, A, B, p_uvjetna):
"""Dgje epistemoloSku interpretaciju uvjetne vjerojatnosti."""
if p_uvjetna is None:
return "Nedefinirana - nema znanja iz ovog uvjeta."
elif p_uvjetna > self.vjerojatnosti.get(A, 0):
return f"Dokaz '{B}' potvrduje '{A}'."
elif p_uvjetna < self.vjerojatnosti.get(A, 0):
return f"Dokaz '{B}' oslabljuje '{A}'."
else:

return f"Dokaz '{B}' je neutralan za '{A}'."

# Primjer: Znanstvena teorija % eksperiment
print ("Uvjetna vjerojatnost - Epistemoloski primjer")
print ("="%45)

print ("\nKontekst: Znanstveno istrazivanje\n")

uv = UvjetnaVjerojatnost("Znanstvena metoda")

# Postavi vjerojatnostt
uv.postavi("teorija", 0.3) # Apriorna vjerojatnost teorije
uv.postavi("eksperiment", 0.4) # Vjerojatnost pozitivnog eksperimenta

uv.postavi(("teorija", "eksperiment"), 0.25) # Konjunkcija

print ("Poletne vjerojatnosti:")

print(f" P(teorija istinita) = {uv.vjerojatnosti['teorija'l]:.2f}")

print(f" P(pozitivan eksperiment) = {uv.vjerojatnostil['eksperiment']:.2f}")

print(f" P(teorija istinita A pozitivan eksperiment) = {uv.vjerojatnosti[('teorija’',

— 'eksperiment')]:.2f}")

print("\nUvjetne vjerojatnosti:\n")

# P(eksperiment [ teorija)
p_eks_ako_teorija = uv.uvjetna('eksperiment", "teorija")
print("1. P(pozitivan eksperiment | teorija istinita)")

print(f" = P(teorija A eksperiment) / P(teorija)")
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print(f" = {uv.vjerojatnosti[('teorija', 'eksperiment')]:.2f} /

— {uv.vjerojatnosti['teorija']:.2f} = {p_eks_ako_teorija:.3f}")
print(f" \n Interpretacija: Ako je teorija istinita, eksperiment")
print(f" e biti pozitivan u {p_eks_ako_teorija*100:.1f}J, slucajeva.")

# P(teorija | eksperiment)

p_teorija_ako_eks = uv.uvjetna("teorija", "eksperiment")

print("\n2. P(teorija istinita | pozitivan eksperiment)")

print(f" = P(teorija A eksperiment) / P(eksperiment)")

print(f" = {uv.vjerojatnosti[('teorija', 'eksperiment')]:.2f} /

— {uv.vjerojatnosti['eksperiment']:.2f} = {p_teorija_ako_eks:.3f}")
print(f" \n Interpretacija: Nakon pozitivnog eksperimenta,")

print(f" vjerojatnost da je teorija istinita raste na {p_teorija_ako_eks*100:.1f}%.")

print ("\nEpistemoloska pouka:")
print (" Dokaz ne &ini teoriju sigurnom, veé povecava')

print(" stupanj racionalnog vjerovanja u nju.")

Output

Uvjetna vjerojatnost - EpistemoloSki primjer

Kontekst: Znanstveno istraZivanje

Poletne vjerojatnosti:
P(teorija istinita) = 0.30
P(pozitivan eksperiment) = 0.40
P(teorija istinita A pozitivan eksperiment) = 0.25

Uvjetne vjerojatnosti:

1. P(pozitivan eksperiment | teorija istinita)
= P(teorija A eksperiment) / P(teorija)
= 0.25 / 0.30 = 0.000

Interpretacija: Ako je teorija istinita, eksperiment
¢e biti pozitivan u 0.0% sluajeva.

2. P(teorija istinita | pozitivan eksperiment)
= P(teorija A eksperiment) / P(eksperiment)
= 0.25 / 0.40 = 0.625

Interpretacija: Nakon pozitivnog eksperimenta,
vjerojatnost da je teorija istinita raste na 62.5%.

Epistemoloska pouka:
Dokaz ne ¢ini teoriju sigurnom, vel povecava
stupanj racionalnog vjerovanja u nju.
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Bayesov teorem omogucava inverziju uvjetnih vjerojatnosti:

gdje je:

P(E|H) - P(H)

P(HIE) = == 5

o H - hipoteza (teorija, vjerovanje)

E - evidencija (dokaz, opazanje)
P(H) - prior (apriorno vjerovanje)
P(H|E) - posterior (aposteriorno vjerovanje)

P(E|H) - likelihood (izglednost dokaza)

Ova formula opisuje racionalno ucenje - kako azurirati vjerovanja na temelju novih dokaza.

import numpy as np

import matplotlib.pyplot as plt

class BayesovTeorem:

"""Implementacija 1 vizualizactja Bayesovog teorema."""

def

def

__init__(self):

self .povijest_azuriranja = []

bayes(self, prior, likelihood, evidencija):

"""Primjenjuje Bayesov teorem.

Args:
prior: P(H)
likelihood: P(E/H)
evidenctija: P(E)

Returns:

posterior: P(H|E)
mmn
if evidencija ==

raise ValueError("P(E) ne moZe biti 0!")
posterior = (likelihood * prior) / evidencija
self.povijest_azuriranja.append ({

'prior': prior,
'likelihood': likelihood,
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'evidencija': evidencija,
'posterior': posterior

b
return posterior

def bayes_omjer(self, priorl, prior2, likelihoodl, likelihood2):
"""Rgcéuna Bayesov omjer za dvije hipoteze."""
prior_omjer = priorl / prior2 if prior2 > O else float('inf')
likelihood_omjer = likelihoodl / likelihood2 if likelihood2 > 0 else float('inf')

posterior_omjer = prior_omjer * likelihood_omjer

return {
'prior_omjer': prior_omjer,
'likelihood_omjer': likelihood_omjer,

'posterior_omjer': posterior_omjer

# Demonstractja
print ("Bayesov teorem - Izvod i znaenje")
print ("="%34)

print ("\nMATEMATICKI IZVOD:\n")

print("1. Definicija uvjetne vjerojatnosti:")
print(" P(HIE) = P(H A E) / P(E)")

print (" P(E|H) P(H A E) / P(H")
print("\n2. Iz druge jednadzbe:")

print (" P(H A E) = P(EIH) - P(H)")
print("\n3. UvrStavanjem u prvu:")

print(" P(HI|E) = P(E|H) - P(H) / P(E)")

print ("\nEPISTEMOLOSKO ZNACENJE:\n")

print (" P(EIH) - P(H)")

print ("P(H|E) = -————-——————- ")

print (" P(E)")

print ("\nt 0 t ™)

print("Posterior Likelihood Prior Normalizacija")

print("\ne Prior P(H): Sto sam vjerovao prije dokaza")
print("e Likelihood P(E|H): Koliko hipoteza predvida dokaz")

print("e Posterior P(H|E): Sto trebam vjerovati nakon dokaza")

print ("\nALTERNATIVNI OBLIK (usporedba hipoteza):\n")
print("P(H;[E) P(EIH:1) - P(H{)™)

print("P(H2|E) P(EIH2) - P(H2)™)

print ("\nOmjer posteriornih = Omjer likelihooda x Omjer priornih")

print ("\nFILOZOFSKE IMPLIKACIJE:\n")
implikacije = [
"Znanje je stupnjevito, ne binarno",
"UCenje je azuriranje, ne zamjena",

"Dokazi ne govore sami - trebaju prior",
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"Racionalni agent mijenja miSljenje postupno"
]
for i, impl in enumerate(implikacije, 1):

print (£"{i}. {impll}")

Output

Bayesov teorem - Izvod i znacenje

MATEMATICKI IZVQOD:

1. Definicija uvjetne vjerojatnosti:
P(HIE) = P(H A E) / P(E)
P(EIH) = P(H A E) / P(H)

2. Iz druge jednadzbe:
P(H A E) = P(EIH) - P(H)

3. UvrsStavanjem u prvu:
P(H|IE) = P(EIH) - P(H) / P(E)

EPISTEMOLOSKO ZNACENJE:

P(EIH) - P(H)

Posterior Likelihood Prior Normalizacija

o Prior P(H): Sto sam vjerovao prije dokaza
e Likelihood P(E|H): Koliko hipoteza predvida dokaz
o Posterior P(H|E): Sto trebam vjerovati nakon dokaza

ALTERNATIVNI OBLIK (usporedba hipoteza):

P(H;|E) P(EIH;) - P(H;)

P(H|E) P(E|Hy) - P(Hs)

Omjer posteriornih = Omjer likelihooda x Omjer priornih
FILOZOFSKE IMPLIKACIJE:

. Znanje je stupnjevito, ne binarno

. UCenje je azuriranje, ne zamjena

. Dokazi ne govore sami - trebaju prior
. Racionalni agent mijenja miSljenje postupno

Sw N e
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Bayesov pristup revolucionira epistemologiju:

o Tradicionalna epistemologija: Znanje = opravdano istinito vjerovanje (JTB)

o Bayesova epistemologija: Znanje = racionalno azurirano vjerovanje

"Mijenjanje misljenja je dokaz razmisljanja" - preuredeni Bayesov princip

class BayesovaEpistemologija:

"""Modelira epistemoloSki proces kroz Bayesovo azZuriranje.

def

def

def

__init__(self, hipoteza, prior):
self .hipoteza = hipoteza
self.prior = prior
self.trenutno_vjerovanje = prior

self.povijest = [("poletno", prior)]

promatraj_dokaz(self, dokaz, likelihood_true, likelihood_false):

"""AZurira vjerovanje na temelju movog dokaza.

Args:
dokaz: opis dokaza
likelihood_true: P(dokaz/hipoteza)

likelihood_false: P(dokaz/—hipoteza)

wmn

# Racunaj P(dokaz)

wmn

p_dokaz = (likelihood_true * self.trenutno_vjerovanje +

likelihood_false * (1 - self.trenutno_vjerovanje))

# Bayesovo azZuriranje

novo_vjerovanje = (likelihood_true * self.trenutno_vjerovanje) / p_dokaz

promjena = novo_vjerovanje - self.trenutno_vjerovanje

self.trenutno_vjerovanje = novo_vjerovanje

self.povijest.append((dokaz, novo_vjerovanje))

return {
'novo_vjerovanje': novo_vjerovanje,
'promjena': promjena,

'p_dokaz': p_dokaz

epistemoloski_status(self):

"""Vraca epistemolodki status hipoteze.
v = self.trenutno_vjerovanje

if v < 0.01:

return "Prakticki opovrgnuto"

wn
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elif v < 0.1:

return "Vrlo nevjerojatno"
elif v < 0.4:

return "Nevjerojatno"
elif v < 0.6:

return "Neizvjesno"
elif v < 0.9:

return "Vjerojatno"
elif v < 0.99:

return "Vrlo vjerojatno"
else:

return "Prakticki sigurno"

# Simulactija znanstvenog istraZivanja
print ("Bayesova epistemologija - AZuriranje znanja")
print ("="*44)

print ("\nScenarij: Znanstvenik istraZuje novu teoriju\n")

# PocCetno stanje

episteme = BayesovaEpistemologija("Nova teorija", prior=0.1)
print ("Poletno stanje:")

print(f" Prior P(teorija) = {episteme.prior:.3f}")

print(£" Skepticizam: Visok ({(l-episteme.prior)*100:.1£f}%)")

# Serija eksperimenata

eksperimenti = [
("POZITIVAN", 0.8, 0.3), # Pozitivan rezultat
("POZITIVAN", 0.8, 0.3), # Jo3 jedan pozitivan
("NEGATIVAN", 0.2, 0.7), # Negativan rezultat
("POZITIVAN", 0.8, 0.3), # Opet pozitivan
("POZITIVAN", 0.8, 0.3), # I jos jedan

for i, (rezultat, lik_true, lik_false) in enumerate(eksperimenti, 1):
print (£"\nEKSPERIMENT {il}:")
print(f" Rezultat: {rezultatl}")

if rezultat == "POZITIVAN":
print(£" Likelihood P(pozitivan|teorija) = {lik_true:.2f}")
print(f" P(pozitivan|—teorija) = {lik_false:.2f}")

else:
print(f" Likelihood P(negativan|teorija) = {lik_true:.2f}")
print(f" P(negativan|—teorija) = {lik_false:.2f}")

# AZuriraj vjerovanje

rezultat_azuriranja = episteme.promatraj_dokaz(
f"Eksperiment {i}: {rezultat}",
lik_true,
1lik_false

print(f" \n Bayesovo aZuriranje:")

if i ==



93

94

95

96

97

98

99

100

101

102

103

104

106
107

108

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

8.1. UVJETNA VJEROJATNOST I PRIRODA ZNANJA 163

print (f" P(teorijaldokaz;) = {lik_true:.2f} x {episteme.povijest[-2][1]:.2f} / "
f"{rezultat_azuriranja['p_dokaz']:.2f} =
— {rezultat_azuriranja['novo_vjerovanje']:.3f}")

else:

print(f" P(teorijal{'dokaz;' if i==2 else 'dokaz;,dokazy' if i==3 else

— 'dokaz;,dokazs,dokazs' if i==4 else 'svi dokazi'}) ="
£"{1ik_true:.2f} x {episteme.povijest[-2][1]:.2f} / "
f"{rezultat_azuriranjal['p_dokaz']:.2f} =

— {rezultat_azuriranja['novo_vjerovanje']:.3f}")

print(f" \n Novo vjerovanje: {rezultat_azuriranjal['novo_vjerovanje']*100:.1£}%")

print(f" Promjena: {rezultat_azuriranjal['promjena'l#*100:+.1f} postotnih bodova")

# Analiza
print ("\nEpistemoloska analiza:")
print ("="%23)

print("\nPutanja vjerovanja: ", end="")
for i, (opis, vjerovanje) in enumerate(episteme.povijest):
if i > 0:
print(" — ", end="")
print (f"{vjerovanje*100:.1f}),", end="")
print )

print ("\nKljucne tocke:")

print(" e Znanje se akumulira postupno")

print(" e Negativni dokazi takoder informiraju")
print(" e Nikad ne dostiZemo potpunu sigurnost")

print(" e Racionalni agent mijenja miSljenje s dokazima")

print ("\nFinalno stanje:")
print(f" Vjerovanje u teoriju: {episteme.trenutno_vjerovanje*x100:.1£}%")
print(f" Status: {episteme.epistemoloski_status()} ", end="")
if episteme.trenutno_vjerovanje > 0.5:
print("(viSe vjerojatno nego ne)")
else:

print("(viSe nevjerojatno nego vjerojatno)")

Output

Bayesova epistemologija - AZuriranje znanja

Scenarij: Znanstvenik istraZuje novu teoriju

PoCetno stanje:
Prior P(teorija) = 0.100
Skepticizam: Visok (90.0%)

EKSPERIMENT 1:
Rezultat: POZITIVAN
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Likelihood P(pozitivan|teorija) = 0.80
P(pozitivan|—teorija) = 0.30

Bayesovo aZuriranje:
P(teorijaldokaz;) = 0.80 x 0.10 / 0.35 = 0.229

Novo vjerovanje: 22.9%
Promjena: +12.9 postotnih bodova

EKSPERIMENT 2:
Rezultat: POZITIVAN
Likelihood P(pozitivan|teorija) = 0.80
P(pozitivan|—teorija) = 0.30

Bayesovo aZuriranje:
P(teorijaldokaz;) = 0.80 x 0.23 / 0.41 = 0.441

Novo vjerovanje: 44.1Y%
Promjena: +21.3 postotnih bodova

EKSPERIMENT 3:
Rezultat: NEGATIVAN
Likelihood P(negativan|teorija) = 0.20
P(negativan|—teorija) = 0.70

Bayesovo aZuriranje:
P(teorijaldokaz;,dokazs) = 0.20 x 0.44 / 0.48 = 0.184

Novo vjerovanje: 18.47
Promjena: -25.7 postotnih bodova

EKSPERIMENT 4:
Rezultat: POZITIVAN
Likelihood P(pozitivan|teorija) = 0.80
P(pozitivan|—teorija) = 0.30

Bayesovo aZuriranje:
P(teorijaldokaz;,dokazy,dokazs) = 0.80 x 0.18 / 0.39 = 0.376

Novo vjerovanje: 37.6%
Promjena: +19.2 postotnih bodova

EKSPERIMENT 5:
Rezultat: POZITIVAN
Likelihood P(pozitivan|teorija) = 0.80
P(pozitivan|—teorija) = 0.30

Bayesovo aZuriranje:
P(teorijalsvi dokazi) = 0.80 x 0.38 / 0.49 = 0.616
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Novo vjerovanje: 61.6%
Promjena: +24.0 postotnih bodova

EpistemolosSka analiza:

Putanja vjerovanja: 10.0% — 22.9% — 44.1}, — 18.4%, — 37.6%, — 61.6%

Kljucne tocke:
e Znanje se akumulira postupno
e Negativni dokazi takoder informiraju
e Nikad ne dostiZemo potpunu sigurnost
e Racionalni agent mijenja miSljenje s dokazima

Finalno stanje:
Vjerovanje u teoriju: 61.6Y%
Status: Vjerojatno (viSe vjerojatno nego ne)

Bayesov pristup osvjetljava klasi¢ne debate u filozofiji znanosti:

Popper vs. Bayes

e Popper: Znanosti se bavi falsifikacijom - trazi opovrgavanje

e Bayes: Znanost postupno azurira vjerojatnosti - trazi najbolju hipotezu

Problem indukcije

"Nema dovoljno opazanja bijele boje koje bi dokazalo da su svi labudovi bijeli, ali
jedno opazanje crnog labuda to opovrgava' - Karl Popper

Bayesov pristup: Crni labud drasti¢no smanjuje vjerojatnost, ali ne na nulu!

1 class FilozofijaZnanosti:

2 """Usporeduje Popperov i Bayesov pristup znanstvenoj metodi."""
3

4 def __init__(self):

5 self .popper_status = "nije opovrgnuta"

6 self.bayes_vjerovanje = {}

7

8 def popper_test(self, hipoteza, opazanje, konzistentno):

9 """Popperov pristup - falstifikacija."""
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if not konzistentno:
self.popper_status = "OPOVRGNUTA"
return False

return True # Nije opouvrgnuta (ali nije ni poturdena!)

def bayes_test(self, hipoteze, opazanje, likelihoods):
"""Bayesov pristup - aZuriranje vjerojatmostz."""
# Racunaj P(opazanje)
p_opazanje = sum(likelihoods[h] * self.bayes_vjerovanje[h]

for h in hipoteze)

if p_opazanje ==

return self.bayes_vjerovanje

# AzZuriraj sve hipoteze
nova_vjerovanja = {}
for h in hipoteze:

nova_vjerovanjal[h] = (likelihoods[h] * self.bayes_vjerovanje[h]) / p_opazanje

self.bayes_vjerovanje = nova_vjerovanja

return nova_vjerovanja

# Simulacija: Problem bijelih labudova
print("Filozofija znanosti - Popper vs. Bayes")
print ("="*39)

print ("\nHipoteza: 'Svi labudovi su bijeli'\n")
fz = FilozofijaZnanosti()

# POPPEROV PRISTUP

print ("POPPEROV PRISTUP (Falsifikacija):")

print ("-"%35)

# 1000 bijelih labudova

for i in [1, 2, 3, "...", 1000]:
if 1 == "...":
print(£"... (nakon 999 bijelih labudova)")
else:

status = fz.popper_test("svi bijeli", "bijeli", True)
print (f"OpaZanje {i}: Bijeli labud — Hipoteza NIJE OPOVRGNUTA")

print (£"\nStatus: Hipoteza {fz.popper_status} (ali nije ni potvrdena!)")

# Crni labud!
print (f"\nOpaZanje 1001: CRNI LABUD — Hipoteza OPOVRGNUTA! x")

fz.popper_test("svi bijeli", "crni", False)

print ("\nPopperov zakljuéak: Hipoteza je falsificirana.")

print ("Tisuéu potvrda ne dokazuje teoriju, jedna falsifikacija je ru8i.")

# BAYESOV PRISTUP
print ("\nBAYESOV PRISTUP (AZuriranje vjerojatnosti):")
print ("-"x44)
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# PocCetna vjerovanja
fz.bayes_vjerovanje = {
"svi_bijeli": 0.5,
"vecina_bijeli": 0.5
1

print (f"PoCetno vjerovanje: P(svi bijeli) = {fz.bayes_vjerovanje['svi_bijeli']*100:.1£}/\n")

# Likelihoods za bijeli labud
lik_bijeli = {
"svi_bijeli": 1.0, # Ako su svi bijeli, sigurno cemo vidjett bijelog

"vecina_bijeli": 0.9 # Ako je veéina bijela, 907 3Sanse za bijelog

# Simuliraj opaZanja
brojevi_opazanja = [10, 100, 500, 1000]
for n in brojevi_opazanja:

# Resetiraj za svaki test

fz.bayes_vjerovanje = {"svi_bijeli": 0.5, "vecina_bijeli": 0.5}

for _ in range(n):

fz.bayes_test(["svi_bijeli", "vecina_bijeli"], "bijeli", lik_bijeli)

print(f£"Nakon {n} bijelih: P(hipoteza) = {fz.bayes_vjerovanje['svi_bijeli']*100:.1£}%")

# Crnt labud!

print ("\nOpaZanje 1001: CRNI LABUD!")

1lik_crni = {
"svi_bijeli": 0.0, # Nemoguce ako su svi bijeli!
"vecina_bijeli": 0.1 # Moguce ako nmeki nisu bijelt

}

print(f"Likelihood P(crnil|svi bijeli) = {lik_crni['svi_bijeli']:.3f}")

print(£"Likelihood P(crnilneki crni) = {lik_crni['vecina_bijeli']:.3f}")

fz.bayes_test(["svi_bijeli", "vecina_bijeli"], "crni", lik_crni)
print (f"\nNakon crnog labuda: P(hipoteza) = {fz.bayes_vjerovanje['svi_bijeli']*100:.1£}%")

print (f"Alternativa P(vec¢ina bijeli) = {fz.bayes_vjerovanje['vecina_bijeli']*100:.1£}%")

print("\nBayesov zakljulak: Prebacujemo vjerovanje na fleksibilniju hipotezu.")

# Usporedba
print ("\nUSPOREDBA PRISTUPA:")
print ("="%20)

print ("\nPopper:")

print("  Jasan kriterij (opovrgnuto/nije)")
print(" ' NaglaSava kriticko testiranje")
print(" X Binaran pristup (sve ili nista)")

print(" X Ne govori o stupnju potvrde")

print ("\nBayes:")
print("  Stupnjevito znanje")

print(" v Kvantificira nesigurnost")
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116 print(" ' Omoguéava usporedbu hipoteza")

117 print(" X Ovisi o prioru")

118 print(" X SloZeniji racun")

119

120 print("\nSinteza: Popperova falsifikacija je specijalan slucaj")

121 print (" Bayesovog aZuriranja s likelihood = 0")

Output

Filozofija znanosti - Popper vs. Bayes

Hipoteza: 'Svi labudovi su bijeli'

POPPEROV PRISTUP (Falsifikacija):

Opazanje 1: Bijeli labud — Hipoteza NIJE OPOVRGNUTA

OpaZanje 2: Bijeli labud — Hipoteza NIJE OPOVRGNUTA

OpaZanje 3: Bijeli labud — Hipoteza NIJE OPOVRGNUTA
(nakon 999 bijelih labudova)

OpaZanje 1000: Bijeli labud — Hipoteza NIJE OPOVRGNUTA

Status: Hipoteza nije opovrgnuta (ali nije ni potvrdena!)
OpaZanje 1001: CRNI LABUD — Hipoteza OPOVRGNUTA! X

Popperov zakljucak: Hipoteza je falsificirana.
Tisuéu potvrda ne dokazuje teoriju, jedna falsifikacija je ruSi.

BAYESOV PRISTUP (AZuriranje vjerojatnosti):

Poletno vjerovanje: P(svi bijeli) = 50.0%

Nakon 10 bijelih: P(hipoteza) = 74.1%

Nakon 100 bijelih: P(hipoteza) = 100.0%
Nakon 500 bijelih: P(hipoteza) = 100.0%
Nakon 1000 bijelih: P(hipoteza) = 100.0%

OpaZzanje 1001: CRNI LABUD!
Likelihood P(crnilsvi bijeli) = 0.000
Likelihood P(crnilneki crni) = 0.100

Nakon crnog labuda: P(hipoteza) = 0.0%
Alternativa P(veéina bijeli) = 100.0%

Bayesov zakljucak: Prebacujemo vjerovanje na fleksibilniju hipotezu.

USPOREDBA PRISTUPA:
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Popper:
v/ Jasan kriterij (opovrgnuto/nije)
v/ NaglasSava kriticko testiranje
X Binaran pristup (sve ili niSta)
X Ne govori o stupnju potvrde

Bayes:
v/ Stupnjevito znanje
v/ Kvantificira nesigurnost
v/ Omogucava usporedbu hipoteza
X 0Ovisi o prioru
X SloZeniji racun

Sinteza: Popperova falsifikacija je specijalan slucaj
Bayesovog azZuriranja s likelihood = 0

Najkontroverzniji aspekt Bayesove epistemologije je izbor priora:

e Subjektivni prior: Osobno vjerovanje

e Objektivni prior: Princip indiferencije, maksimalna entropija

e Informativni prior: Na temelju prethodnog znanja

"Prior je mjesto gdje se subjektivnost uvlac¢i u objektivnu znanost" - kriticari

Bayesa

class ProblemPriora:

"""IstraZuje epistemoloSke implikacije izbora priora."""

def __init__(self):
self.agenti = {}

def stvori_agenta(self, ime, prior):
"""Styara epistemoloskog agenta s danim priorom."""
self.agenti[ime] = {
'prior': prior,
'trenutno': prior,

'povijest': [prior]

def azuriraj_sve(self, likelihood_h, likelihood_ne_h):
"""Syi agenti promatraju isti dokaz."""
rezultati = {}
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for ime, agent in self.agenti.items():

p_trenutno = agent['trenutno']

# Bayesovo azuriranje
p_dokaz = likelihood_h * p_trenutno + likelihood_ne_h * (1 - p_trenutno)
p_novo = (likelihood_h * p_trenutno) / p_dokaz if p_dokaz > O else p_trenutno

agent ['trenutno'] = p_novo

agent['povijest'] .append(p_novo)

rezultati[ime] = {
'prije': p_trenutno,
'poslije': p_novo,

'promjena': p_novo - p_trenutno

return rezultati

def mjeri_konvergenciju(self):
"""Mjeri koliko su se vjerovanja pribliZila."""
trenutna_vjerovanja = [a['trenutno'] for a in self.agenti.values()]

return max(trenutna_vjerovanja) - min(trenutna_vjerovanja)

# Demonstractja

print ("Problem priora - Epistemoloska kontroverza')

print ("="*43)

print("\nScenarij: Tri znanstvenika procjenjuju istu hipotezu")

print (" nakon identiénih dokaza\n")
pp = ProblemPriora()

# Razlicitt priori
pp.stvori_agenta("Optimist", 0.8)
pp.stvori_agenta("Neutralac", 0.5)

pp.stvori_agenta("Skeptik", 0.1)

print ("POCETNI PRIORI:")
for ime, agent in pp.agenti.items():
prior_opis = "(visoko vjerovanje)" if agent['prior']l > 0.6 else \
"(princip indiferencije)" if agent['prior'] == 0.5 else \
"(nisko vjerovanje)"

print(f" {ime:12} P(H) = {agent['prior']:.2f} {prior_opis}")

# Serija dokaza

dokazi = [

("Pozitivan", 0.9, 0.2),
("Pozitivan", 0.9, 0.2),
("Negativan", 0.1, 0.8),
("Pozitivan", 0.9, 0.2),
("Pozitivan", 0.9, 0.2),

for i, (tip, lik_h, lik_ne_h) in enumerate(dokazi, 1):
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print (£"\nDOKAZ {i}: {tip} (P(E|IH)={1lik_h}, P(E|—-H)={1ik_ne_h})")

rezultati = pp.azuriraj_sve(lik_h, 1lik_ne_h)

print("Nakon dokaza:")

for ime, rez in rezultati.items():

print(f" {ime:12} {rez['prije'l:.2f} — {rez['poslije']:.2f} "

f"({rez['promjena'] :+.2f})")

# Analiza konvergencije
print ("\nANALIZA KONVERGENCIJE:")
print ("="x23)

pocetna_razlika = max(a['prior'] for a in pp.agenti.values()) - \

min(a['prior'] for a in pp.agenti.values())

finalna_razlika = pp.mjeri_konvergenciju()

print (£"\nPoletna razlika (max-min): {pocetna_razlika:.2f}")

print(£"Finalna razlika (max-min): {finalna_razlika:.2f}")

print ("\nFinalna vjerovanja:")

for ime, agent in pp.agenti.items():

print(£"

{ime:10} {agent['trenutno']*100:.1£}%")

print ("\nEpistemoloske implikacije:")

print ("
print ("
print ("
print ("

e Priori utjelu, ali njihov utjecaj slabi s dokazima")

e Dovoljno dokaza vodi konvergenciji'")

e Razli¢iti putovi do (pribliZno) istog zakljucka")

o Objektivnost emerge iz subjektivnih poletaka")

print ("\nFILOZOFSKI PROBLEM:")

print ("
print ("
print ("
print ("
print ("
print ("
print ("

Koji prior je 'pravi'? Postoji li objektivan prior?")

\n Pristupi:")

i,
2.
3.
4.

Princip indiferencije (Laplace): P=0.5 bez informacija")
Jeffreysov prior: Invarijantan na reparametrizaciju ")
Maksimalna entropija: Najmanje informativna distribucija")

Empirijski Bayes: Prior iz podataka")

\n Zakljuéak: Prior je neizbjeZan, ali ne fatalan!")

Output

Problem priora - EpistemoloSka kontroverza

Scenarij: Tri znanstvenika procjenjuju istu hipotezu

POCETNI PRIORI:
Optimist P(H)
Neutralac P(H)
Skeptik P(H)

nakon identic¢nih dokaza

0.80 (visoko vjerovanje)
0.50 (princip indiferencije)
0.10 (nisko vjerovanje)
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DOKAZ 1: Pozitivan (P(E|H)=0.9, P(E|—-H)=0.2)
Nakon dokaza:

Optimist 0.80 — 0.95 (+0.15)
Neutralac 0.50 — 0.82 (+0.32)
Skeptik 0.10 — 0.33 (+0.23)

DOKAZ 2: Pozitivan (P(E|H)=0.9, P(E|—-H)=0.2)
Nakon dokaza:

Optimist 0.95 — 0.99 (+0.04)
Neutralac 0.82 — 0.95 (+0.13)
Skeptik 0.33 — 0.69 (+0.36)

DOKAZ 3: Negativan (P(E|H)=0.1, P(E|—-H)=0.8)
Nakon dokaza:

Optimist 0.99 — 0.91 (-0.08)
Neutralac 0.95 — 0.72 (-0.24)
Skeptik 0.69 — 0.22 (-0.47)

DOKAZ 4: Pozitivan (P(E|H)=0.9, P(E|—-H)=0.2)
Nakon dokaza:

Optimist 0.91 — 0.98 (+0.07)
Neutralac 0.72 — 0.92 (+0.20)
Skeptik 0.22 — 0.56 (+0.34)

DOKAZ 5: Pozitivan (P(E|H)=0.9, P(E|—-H)=0.2)
Nakon dokaza:

Optimist 0.98 — 1.00 (+0.02)
Neutralac 0.92 — 0.98 (+0.06)
Skeptik 0.56 — 0.85 (+0.29)

ANALIZA KONVERGENCIJE:

Poletna razlika (max-min): 0.70
Finalna razlika (max-min): 0.14

Finalna vjerovanja:
Optimist  99.5%
Neutralac 98.1%
Skeptik 85.1%

EpistemoloSke implikacije:
e Priori utjecu, ali njihov utjecaj slabi s dokazima
e Dovoljno dokaza vodi konvergenciji
e RazliCiti putovi do (pribliZno) istog zakljucka
e Objektivnost emerge iz subjektivnih pocletaka

FILOZOFSKI PROBLEM:
Koji prior je 'pravi'? Postoji 1i objektivan prior?
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Pristupi:

1. Princip indiferencije (Laplace): P=0.5 bez informacija
2. Jeffreysov prior: Invarijantan na reparametrizaciju

3. Maksimalna entropija: Najmanje informativna distribucija
4. Empirijski Bayes: Prior iz podataka

Zakljucak: Prior je neizbjeZan, ali ne fatalan!

Occamova ostrica: "Entitete ne treba umnozavati bez potrebe"

Bayesov pristup prirodno implementira ovaj princip kroz Bayesov faktor:

P(E|Hy) P(Hi)
P(E|H2) P(Hz)

BFig =

Jednostavnije hipoteze imaju veéu priornu vjerojatnost i manju fleksibilnost u objasnjavanju

podataka.

class OccamovaOstrica:

"""Implementira Occamovu oStricu kroz Bayesov faktor."""

def __init__(self):
self .hipoteze = {}

def dodaj_hipotezu(self, naziv, kompleksnost, prior=None):

"""Dodaje hipotezu s danom kompleksnoScu.

Prior se automatskti racuna prema kompleksnosti ako nije dan.
mnmnn
if prior is Nonme:

# Occamov princip: jednostavnije hipoteze imaju velti prior

prior = 1.0 / (2 ** kompleksnost)

self .hipoteze[naziv] = {
'kompleksnost': kompleksnost,
'prior': prior,

'posterior': prior

def bayesov_faktor(self, hl, h2, likelihoodl, likelihood2):
"""Racuna Bayesov faktor tzmedu dvije hipoteze."""

prior_omjer = self.hipoteze[hl]['prior'] / self.hipoteze[h2]['prior']

likelihood_omjer = likelihoodl / likelihood2 if likelihood2 > 0O else float('inf')

bf = likelihood_omjer * prior_omjer
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28
29 return {

30 'prior_omjer': prior_omjer,

31 'likelihood_omjer': likelihood_omjer,

32 'bayesov_faktor': bf

33 }

34

35 def interpretacija_bf(self, bf):

36 """Interpretira Bayesov faktor prema Jeffreys skalz."""
37 if bf < 1:

38 return "Dokaz protiv Hi"

39 elif bf < 3:

40 return "Slab dokaz za Hi"

41 elif bf < 10:

42 return "Umjeren dokaz za Hp"

43 elif bf < 100:

44 return "Jak dokaz za H;"

45 else:

46 return "Odlucujuéi dokaz za Hy"

47

48 # Demonstracija

49 print("Occamova oStrica kroz Bayesov faktor")

50 print("="*37)

51 print("\nScenarij: ObjasSnjenje niza brojeva [2, 4, 6, 8, 10]\n")

52

53 0o = OccamovaOstrica()

54

55 # Dvije hipoteze razlicite sloZenosti

56 print ("HIPOTEZE:")

57 print(" H; (jednostavna): 'Parni brojevi do 10'")

58 print (" Parametri: 1 (samo parnost)")

59 0o.dodaj_hipotezu("H1_jednostavna", kompleksnost=1, prior=0.67)

60

61 print (" ")

62 print(" Hs (sloZena): 'Brojevi koji zadovoljavaju x*-12x+20<0 ili x=2k, ke€N'")
63 print (" Parametri: 5 (polinomski koeficijenti + parnost)")

64 0o.dodaj_hipotezu("H2_slozena", kompleksnost=5, prior=0.33)

65

66 print ("\nPRIORNE VJEROJATNOSTI (Occamov princip):")

67 print(f" P(H;) = {oo.hipoteze['H1_jednostavna']['prior']:.2f} (preferiramo jednostavnost)")
68 print(f" P(Hz) = {oo.hipoteze['H2_slozena']['prior']:.2f} (penaliziramo sloZenost)")
69

70 prior_omjer = oo.hipoteze['H1_jednostavna']['prior'] / oo.hipoteze['H2_slozena']['prior']
71 print(f" \n Prior omjer: P(H;)/P(Hz) = {prior_omjer:.2f}")

72

73 # Test predvidanja

74 print ("\nTEST 1: Predvidanje sljedeeg broja")

75 print(" H; predvida: 12 (sljedeéi parni)")

76 print(" Ho predvida: 12 ili 7.3 (fleksibilnija)")

77 print(" \n OpaZanje: 12")

78

79 # Likelihoods

80 1lik_hl = 1.0 # H1 savrSeno predvida 12
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81 1lik_h2 = 0.5 # H2 daje 50/ Sanse za 12
82

83 print(£f" P(12|H;)
84 print(f" P(12|Hz)
85

86 bf_rezultat = oo.bayesov_faktor("H1_jednostavna", "H2_slozena", lik_hl, 1lik_h2)
87 print(f" \n Likelihood omjer: {bf_rezultat['likelihood_omjer']:.2f}")

{1ik_h1:.2f} (savrSeno predvidanje)")
{1ik_h2:.2f} (jedan od moguéih)")

88 print(f" Bayesov faktor: BFi2 = {bf_rezultat['likelihood_omjer']:.2f} x {prior_omjer:.2f} =
— {bf_rezultat['bayesov_faktor']:.2f}")

89 print(f" \n Interpretacija: Dokazi {bf_rezultat['bayesov_faktor']:.0f}:1 u korist H;")

90

91 # Drugi test

92 print ("\nTEST 2: Jo$ jedno predvidanje")

93 print(" OpaZanje: 14")

94 print(f" P(14[H;) 1.00")

95 print(f" P(14|H;) = 0.50")

96

97 # Kumulativnt BF

98 kumulativni_bf = bf_rezultat['bayesov_faktor'] * 2 # jos jedan faktor 2
99 print(f" \n Kumulativni BF;2 = {kumulativni_bf:.2f}")

100 print(f" \n Interpretacija: Dokazi {kumulativni_bf:.0f}:1 u korist H;")
101

102 # Filozofska analiza

103 print ("\nFILOZOFSKA ANALIZA:")

104 print("="*20)

105 print("\nZasto Bayes preferira jednostavnost?\n")

106

107 print("1. PRIOR KOMPONENTA:")

108 print (" Jednostavnije hipoteze su a priori vjerovatnije")
109 print("  (manje parametara = vela gustoéa vjerojatnosti)")
110

111 print("\n2. LIKELIHOOD KOMPONENTA:")

112 print("  SloZene hipoteze 'razmazuju' vjerojatnost")

113 print(" na viSe moguénosti — niZi likelihood po ishodu")
114

115 print("\n3. AUTOMATSKA PENALIZACIJA:")

116 print("  Prefleksibilne teorije se same kaZnjavaju")

117 print (" jer mogu objasniti previSe — slabo predvidaju")
118

119 print ("\nJEFFREYS-0OVA SKALA za interpretaciju BF:")

120 skala = [

121 ("BF < 1", "Dokaz protiv H;"),

122 ("1 < BF < 3", "Slab dokaz za Hi"),

123 ("3 < BF < 10", "Umjeren dokaz za H;"),
124 ("BF > 10", "Jak dokaz za H"),

125 ("BF > 100", "OdluCujuéi dokaz za H;")
126 ]

127 for raspon, opis in skala:

128 print(f" {raspon:11}: {opis}")

129

130 print(£"\nNa§ slucaj: BF = {kumulativni_bf:.2f} — {oo.interpretacija_bf (kumulativni_bf)}")
131

132 print("\n> \"Priroda je jednostavna i ne umnoZava uzroke bez potrebe\" - Newton")
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133 print ("> Bayesov faktor to kvantificira!")

Output

Occamova oStrica kroz Bayesov faktor

Scenarij: Objasnjenje niza brojeva [2, 4, 6, 8, 10]

HIPOTEZE:
H; (jednostavna): 'Parni brojevi do 10'
Parametri: 1 (samo parnost)

Hy (sloZzena): 'Brojevi koji zadovoljavaju x?-12x+20<0 ili x=2k, keN'
Parametri: 5 (polinomski koeficijenti + parnost)

PRIORNE VJEROJATNOSTI (Occamov princip):
P(H;) = 0.67 (preferiramo jednostavnost)
P(Hy) = 0.33 (penaliziramo sloZzenost)

Prior omjer: P(H;)/P(Hy) = 2.03

TEST 1: Predvidanje sljedeCeg broja
H; predvida: 12 (sljedeéi parni)
Hy predvida: 12 ili 7.3 (fleksibilnija)

Opazanje: 12
P(12|H;) = 1.00 (savrSeno predvidanje)
P(12|Hp) = 0.50 (jedan od moguéih)

Likelihood omjer: 2.00
Bayesov faktor: BFjp = 2.00 x 2.03 = 4.06

Interpretacija: Dokazi 4:1 u korist H;

TEST 2: JoS jedno predvidanje
Opazanje: 14
P(14|H;) = 1.00
P(14|Hy) 0.50

Kumulativni BFjp = 8.12
Interpretacija: Dokazi 8:1 u korist Hj

FILOZOFSKA ANALIZA:

ZaSto Bayes preferira jednostavnost?

1. PRIOR KOMPONENTA:
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Jednostavnije hipoteze su a priori vjerovatnije
(manje parametara = vela gustoéa vjerojatnosti)

2. LIKELIHOOD KOMPONENTA:
SloZene hipoteze 'razmazuju' vjerojatnost
na viSe moguénosti — niZi likelihood po ishodu

3. AUTOMATSKA PENALIZACIJA:
Prefleksibilne teorije se same kaZnjavaju
jer mogu objasniti previSe — slabo predvidaju

JEFFREYS-0VA SKALA za interpretaciju BF:
BF < 1 : Dokaz protiv H;
1 < BF < 3 : Slab dokaz za H;
3 < BF < 10: Umjeren dokaz za H;
BF > 10 : Jak dokaz za H;
BF > 100 : 0dlucujuéi dokaz za H;

Nas sluc€aj: BF = 8.12 — Umjeren dokaz za H;

> "Priroda je jednostavna i ne umnozava uzroke bez potrebe" - Newton
> Bayesov faktor to kvantificira!

Dutch Book teorem: Ako vasa vjerovanja krse aksiome vjerojatnosti, netko moze konstruirati

niz oklada gdje sigurno gubite novac.

Ovo daje pragmaticko opravdanje Bayesovog pristupa - nekoherentna vjerovanja vode u

sigurni gubitak!

class DutchBook:

"""Demonstrira Dutch Book argument protiv nekoherentnih vjerovanja."""

def __init__(self, vjerovanja):

wmn

vjerovanja: dict s vjerojatnostima za Tazlicite sudove

mmn

self.vjerovanja = vjerovanja

def provjeri_koherentnost(self):
"""Proyjerava krse li vjerovanja aksiome vjerojatnosti."""

problemi = []

# Provjert menegativnost
for sud, p in self.vjerovanja.items():
if p<Oorp>1:
problemi.append(f"{sud}: P={p} nije u [0,1]")
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# Provjeri aditivnost za disjunkciju (ako postoji)
if 'A' in self.vjerovanja and 'B' in self.vjerovanja and 'A_ili_B' in

— self.vjerovanja:

p_a = self.vjerovanjal['A']
p_b
p_a_ili_b = self.vjerovanjal['A_ili_B']

self .vjerovanja['B']

# P(AV B) < P(4) + P(B)
if p_a_ili_b > p_a + p_b:
problemi.append(£"P(AVB)={p_a_ili_b} > P(A)+P(B)={p_a+p_b}")

# P(ANV B) > maz(P(4), P(B))
if p_a_ili_b < max(p_a, p_b):
problemi.append (£"P(AVB)={p_a_ili_b} < max(P(A),P(B))={max(p_a, p_b)}")

return len(problemi) == 0, problemi

def konstruiraj_dutch_book(self):
"""Konstruira skup oklada koji garantira gubitak."""
if 'A' not in self.vjerovanja or 'B' not in self.vjerovanja or 'A_ili_B' not in
— self.vjerovanja:

return None

p_a = self.vjerovanjal['A']
p_b = self.vjerovanjal['B']

p_a_ili_b = self.vjerovanja['A_ili B']

oklade = []

# Oklada 1: Kladi se na A po "fer" cijeni
oklade.append ({

'tip': 'ZA',

'sud': 'A',

'cijena': p_a * 100,

'isplata': 100
b

# Oklada 2: Kladi se ma B po "fer" cijeni
oklade.append ({

'tip': 'ZA',

'sud': 'B',

'cijena': p_b * 100,

'isplata': 100
b

# Oklada 3: Kladi se PROTIV (A ili B)
oklade.append ({
'tip': 'PROTIV',
'sud': 'A_ili B',
'prima': p_a_ili_b * 100,
'placa_ako_istina': 100

b



69

70

71

72

73

74

75

76

s

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

107

108

109

110

111

112

113

114

115

116

117

1

=
oo

8.1. UVJETNA VJEROJATNOST I PRIRODA ZNANJA

179

return oklade

# Demonstractja
print ("Dutch Book Argument - Cijena nekoherentnosti')
print ("="*46)

# Nekoherentan agent
nekoherentan = DutchBook ({

'A': 0.6,

'B': 0.5,

'A_ili B': 0.7 # PrekrsSaj! Trebalo bi biti barem 0.6
1))

print ("\nAGENT 1: Nekoherentan")
print("Vjerovanja:")

for sud, p in nekoherentan.vjerovanja.items():

simbol = "V" if "ili" in sud else ""
prikaz = sud.replace("_ili_", " VvV ")
print(f" P({prikaz}) = {p:.2f}", end="")
if sud == 'A_ili_B':

print (" KRSI AKSIOME!")
else:

print ()

koherentan_min = max(nekoherentan.vjerovanja['A'], nekoherentan.vjerovanjal['B'])
koherentan_max = min(1.0, nekoherentan.vjerovanjal['A'] + nekoherentan.vjerovanja['B'])
print(f" \n Trebalo bi biti: P(A V B) > max({nekoherentan.vjerovanja['A']:.2f},

— {nekoherentan.vjerovanja['B']:.2f}) = {koherentan_min:.2f}")

print(f" i P(A V B) < {nekoherentan.vjerovanja['A']l:.2f} +

— {nekoherentan.vjerovanja['B']:.2f} = {nekoherentan.vjerovanjal['A'] +

< nekoherentan.vjerovanjal['B']:.2f} (ali < 1)")

print(f" Koherentan raspon: [{koherentan_min:.2f}, {koherentan_max:.2f}]")

# Koherentan agent
koherentan = DutchBook ({

'A': 0.6,

'B': 0.5,

'A_ili_B': 0.8 # Koherentno!
1))

print ("\nAGENT 2: Koherentan")
print("Vjerovanja:")

for sud, p in koherentan.vjerovanja.items():

prikaz = sud.replace("_ili_", " V ")
print(f" P({prikaz}) = {p:.2f}", end="")
if sud == 'A_ili B':

print("  Zadovoljava aksiome")
else:

print ()

# Konstruiraj Dutch Book
print ("\nDUTCH BOOK PROTIV NEKOHERENTNOG AGENTA:")
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print ("="*41)

oklade = nekoherentan.konstruiraj_dutch_book()

print("\nKladioniar konstruira sljedeée oklade:\n")

for i, oklada in enumerate(oklade, 1):
if okladal['tip'] == 'ZA':
print(£"Oklada {i}: Agent se kladi ZA '{oklada['sud']l}'")
print(f" Fer cijena (prema agentu): {oklada['cijena']:.1f}€")
print (f" Dobitak ako {okladal['sud']}: {okladal['isplata']l}€, Gubitak ako
— —{oklada['sud']l}: -{okladal['cijena']:.0f}€")
else:
prikaz = okladal['sud'].replace("_ili_", " VvV ")
print(£"Oklada {i}: Agent se kladi PROTIV '{prikazl}'")
print(f" Agent prima: {okladal['prima']:.1f}€")
print(f" Mora platiti {okladal['placa_ako_istina'l}€ ako {prikaz}")
print ()

# Analiza ishoda

print ("ANALIZA ISHODA:")
print ("="*16)

print ("\nMoguéi ishodi:")

ishodi = [
("AAB", True, True),
("AA—B", True, False),
("-AAB", False, True),
("-AA—B", False, False)
]
for naziv, a_istina, b_istina in ishodi:

profit = 0
detalji = []

# Oklada 1 (na A)

if a_istina:
profit += 100 - oklade[0O]['cijena']
detalji.append("+100")

else:
profit -= oklade[0]['cijena']
detalji.append(f"-{oklade[0] ['cijena']:.0f}")

# Oklada 2 (na B)

if b_istina:
profit += 100 - oklade[1]['cijena']
detalji.append("+100")

else:
profit -= oklade[1]['cijena']
detalji.append(f"-{oklade[1]['cijena']:.0f}")

# Oklada 3 (protiv A 4li B)
if a_istina or b_istina:
profit += oklade[2] ['prima'] - 100
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detalji.append("-100")

else:
profit += oklade[2]['prima']
detalji.append("+0")

print(f" {naziv:8} {' '.join(detalji):15} = {profit:+.0f}€ — Agent {'gubi' if profit <

< 0 else 'dobiva'} {abs(profit):.0f}€")
print("\nAgent UVIJEK gubi novac! (Dutch Book)")

# PokuSaj protiv koherentnog
print ("\nPOKUSAJ PROTIV KOHERENTNOG AGENTA:")
print ("="%36)

print("\nIste oklade s koherentnim agentom:")

print(f" Oklada 3 sada: Agent prima {koherentan.vjerovanja['A_ili_B']*100:.0f}€ (ne 70€)")

print ("\nMoguc¢i ishodi:")

for naziv, a_istina, b_istina in ishodil[::2]: # Samo neki ishodi za krackéu

profit = 0
detalji = []

if a_istina:
profit += 100 - 60
detalji.append("+100")
else:
profit -= 60
detalji.append("-60")

if b_istina:
profit += 100 - 50
detalji.append("+100")
else:
profit -= 50
detalji.append("-50")

if a_istina or b_istina:
profit += 80 - 100
detalji.append("-100")
else:
profit += 0
detalji.append("+0")

print(£f" {naziv:8} {' '.join(detalji):15} = {profit:+.0f}€")

print ("\nKoherentan agent moZe i dobiti i izgubiti.")

print("Nema sigurnog gubitka!")

print ("\nEPISTEMOLOSKA PORUKA:")
print ("="*22)

print ("\ne Nekoherentna vjerovanja vode u sigurni gubitak")

print("e Racionalnost zahtijeva poStivanje aksioma vjerojatnosti")

print("e Bayesov pristup garantira koherentnost")

print("e Pragmaticko opravdanje epistemologije!")
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223 print ("\n> \"Koherentnost nije sve, ali bez nje sve je nista\" - de Finetti")

Output

Dutch Book Argument - Cijena nekoherentnosti

AGENT 1: Nekoherentan

Vjerovanja:
P(A) = 0.60
P(B) = 0.50

P(A V B) = 0.70 KRSI AKSIOME!

Trebalo bi biti: P(A V B) > max(0.60, 0.50) = 0.60
i P(AV B) <0.60 +0.50=1.10 (ali < 1)
Koherentan raspon: [0.60, 1.00]

AGENT 2: Koherentan

Vjerovanja:
P(A) = 0.60
P(B) = 0.50

P(A V B) = 0.80 v Zadovoljava aksiome

DUTCH BOOK PROTIV NEKOHERENTNOG AGENTA:

Kladionicar konstruira sljedele oklade:

Oklada 1: Agent se kladi ZA 'A'
Fer cijena (prema agentu): 60.0€
Dobitak ako A: 100€, Gubitak ako —A: -60£€

Oklada 2: Agent se kladi ZA 'B'
Fer cijena (prema agentu): 50.0€
Dobitak ako B: 100€, Gubitak ako —B: -50£€

Oklada 3: Agent se kladi PROTIV 'A V B'
Agent prima: 70.0€
Mora platiti 100€ ako A V B

ANALIZA ISHODA:

Moguéi ishodi:

ANB +100 +100 -100 = +60€ — Agent dobiva 60€
AN—B +100 -50 -100 = -40€ — Agent gubi 40€
—ANB -60 +100 -100 = -40€ — Agent gubi 40€

—AA—-B -60 -50 +0 = -40€ — Agent gubi 40€

Agent UVIJEK gubi novac! (Dutch Book)




8.1. UVJETNA VJEROJATNOST I PRIRODA ZNANJA 183

POKUSAJ PROTIV KOHERENTNOG AGENTA:

Iste oklade s koherentnim agentom:
Oklada 3 sada: Agent prima 80€ (ne 70€)

Moguéi ishodi:
ANB +100 +100 -100 = +70€
—ANB -60 +100 -100 = -30€

Koherentan agent moZe i dobiti i izgubiti.
Nema sigurnog gubitka!

EPISTEMOLOSKA PORUKA:

e Nekoherentna vjerovanja vode u sigurni gubitak

e Racionalnost zahtijeva poStivanje aksioma vjerojatnosti
e Bayesov pristup garantira koherentnost

e Pragmaticko opravdanje epistemologije!

> "Koherentnost nije sve, ali bez nje sve je nisSta" - de Finetti

Za produbljivanje razumijevanja Bayesove epistemologije kroz prakticne zadatke:

Goodmanov paradoks (grue/bleen)

Implementirajte problem "zeleno-plavih" smaragda. Pokazite kako razli¢iti priori o prirod-
nim/neprirordnim predikatima utje¢u na induktivno zakljucivanje.

Problem starih dokaza

Simulirajte situaciju gdje teorija objasnjava ve¢ poznate ¢injenice. Kako Bayesov pristup
tretira dokaze koje znamo prije teorije?

Quine-Duhemova teza

Pokazite kako se negativan eksperiment moze pripisati razli¢itim hipotezama u teorijskoj
mrezi. Implementirajte Bayesovo azuriranje za mrezu povezanih hipoteza.
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Sleeping Beauty problem

Implementirajte ovaj paradoks samolociranja. Analizirajte sukob izmedu "halfer" i "thirder"
pozicija kroz Bayesov okvir.

Kuhnove znanstvene revolucije

Modelirajte promjenu paradigme kao nagli skok u posteriornim vjerojatnostima. Kada
akumulirani dokazi dovode do "revolucije"?

Solomonoffova indukcija

Implementirajte univerzalnu indukciju koriste¢i Kolmogorovljevu slozenost kao prior. Pokazite
kako kraéi opisi imaju veéu apriornu vjerojatnost.

Akaike informacijski kriterij

Usporedite AIC s Bayesovim faktorom za selekciju modela. Pokazite trade-off izmedu slozenosti
i toc¢nosti.

Epistemicka logika

Implementirajte modalne operatore znanja i vjerovanja. Pokazite kako se Bayesovo azuriranje
uklapa u formalnu epistemologiju.

Kauzalno zakljucivanje

Implementirajte Pearl-ove do-operatore. Pokazite razliku izmedu opazajne i intervencijske
evidencije.

Socijalna epistemologija

Simulirajte mrezu agenata koji dijele dokaze. Istrazite kako se konsenzus formira kroz Bayesovo
azuriranje.

Svaki zadatak istrazuje dublje veze izmedu vjerojatnosti, znanja i racionalnog zakljucivanja.
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Kroz ovu implementaciju istrazili smo kako Bayesov teorem revolucionira nase razumijevanje
znanja i znanosti:

1. Znanje kao stupnjevito vjerovanje - ne binarna istina
2. Ucenje kao azuriranje - ne zamjena vjerovanja
3. Racionalnost kao koherentnost - pragmaticko opravdanje

4. Znanost kao konvergencija - razli¢iti putovi do istine

Bayesov pristup mijenja fundamentalna epistemoloska pitanja:

"Pitanje nije 'Sto je istina?’ veé "Koliko trebam vijerovati?’" - E.T. Jaynes

Ova promjena perspektive ima duboke implikacije:

o Filozofija znanosti: Od falsifikacije do stupnjeva potvrde
» Epistemologija: Od JTB (justified true belief) do racionalnog azuriranja

e Racionalnost: Od logicke dedukcije do vjerojatnosnog zakljuc¢ivanja

Kroz prakti¢no programiranje otkrivamo da Bayesov teorem nije samo matematicka formula,
ve¢ normativna teorija racionalnog vjerovanja - pokazuje kako bi racionalni agent trebao
mijenjati svoja uvjerenja suocen s dokazima.

"Bayesov teorem je za neizvjesnost ono Sto je aritmetika za brojanje" - John
Maynard Keynes

U svijetu nesavrsenog znanja i nepotpunih informacija, Bayesova epistemologija nudi rigorozan
okvir za navigiranje kroz neizvjesnost - ne obeéava istinu, ali garantira racionalnost.
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